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Abstract
+ We will present an experimental Background
paradigm and protocol to develop a '@ « Humans and other animals do

not look at a scene in a steady
way.

Goals « Sensors are directed to
—unknown parts of the scene

Bayesian hierarchical framework that
models human visuoauditory-driven
saccade generation.
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Bayesian Hierarchical Framework

+ Constant Model (m,):
» model directly reflecting fixation points data from training set, without using
representation model
+ Active Exploration Based on Entropy (g)

» model that includes m, and representation model (the Bayesian Volumetric
Map or BVM — see [1]), adding an active exploration behaviour based on the T

uncertainty of the representation model states ity k(

» Automatic Orienting Based on Sensory Saliency ()
Saliency Models Inhibition of Return Model
» model that includes m, + mg, adding an automatic orienting behaviour based ~ /

Constant Model (z,)

Active Exploration Based on Entropy (x,,)

on sensory saliency taken from BVM sensor model operator extensions T O AT EE ) 6 STy S2EnEy ()

Discussion . .
* Robotic simulations have already shown the potential of the

« Performances of models Ty and T are Compared to the hierarchical framework deVG'Oped in this work.
constant model 5 using the ratio of the geometric » Psychophysical experiments are currently being conducted with just
mean over all trials of the likelihoods of each model [2]:  under 20 subjects with “normal-to-corrected perception” in order to
validate hypothesis and train the models — preliminary results are very

| L e Tt promising in this respect.
Hgeom(T) = 111 tl:Il P([Ge = git!]|v' =t ol=t ) - Future experiments with autistic patients are already being planned.
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