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Abstract—This paper explores the combination of inertial sensor data with vision. Visual and inertial sensing are two sensory

modalities that can be explored to give robust solutions on image segmentation and recovery of 3D structure from images, increasing

the capabilities of autonomous robots and enlarging the application potential of vision systems. In biological systems, the information

provided by the vestibular system is fused at a very early processing stage with vision, playing a key role on the execution of visual

movements such as gaze holding and tracking, and the visual cues aid the spatial orientation and body equilibrium. In this paper, we

set a framework for using inertial sensor data in vision systems, and describe some results obtained. The unit sphere projection

camera model is used, providing a simple model for inertial data integration. Using the vertical reference provided by the inertial

sensors, the image horizon line can be determined. Using just one vanishing point and the vertical, we can recover the camera’s focal

distance and provide an external bearing for the system’s navigation frame of reference. Knowing the geometry of a stereo rig and its

pose from the inertial sensors, the collineation of level planes can be recovered, providing enough restrictions to segment and

reconstruct vertical features and leveled planar patches.

Index Terms—Image processing and computer vision, edge and feature detection, sensor fusion.

�

1 INTRODUCTION

IN humans and in animals, the vestibular system in the
inner ear gives inertial information essential for naviga-

tion, orientation, body posture control, and equilibrium. In
humans, this sensorial system is crucial for several visual
tasks and head stabilization. It is well-known that the
information provided by the vestibular system is used
during the execution of visual movements such as gaze
holding and tracking, as described by Carpenter [1]. Neural
interactions of human vision and the vestibular system
occur at a very early processing stage [2], [3]. The inertial
information enhances the performance of the vision system
and the visual cues aid the spatial orientation and body
equilibrium.

Inertial sensors explore intrinsic properties of body
motion. From the principle of generalized relativity of
Einstein, we know that only the specific force on one point
and the angular instantaneous velocity, but no other
quantity concerning motion and orientation with respect
to the rest of the universe can be measured from physical
experiments inside an isolated closed system. Therefore,
from inertial measurements, one can only determine an
estimate for linear acceleration and angular velocity. Linear
velocity and position and angular position can be obtained
by integration. Inertial navigation systems (INS) implement
this process of obtaining velocity and position information
from inertial sensor measurements.

Internal sensing using inertial sensors is very useful in
mobile robotic systems since it is not dependent on any

external references, except for the gravity field which does
provide an external reference. Artificial vision systems can
provide better perception of the robot’s environment by
using the inertial sensors measurements of camera pose
(rotation and translation). As in human vision, low level
image processing should take into account the ego motion
of the observer.

Micromachining enabled the development of low-cost
single chip inertial sensors. These can be easily incorporated
alongside the camera’s imaging sensor, providing an
artificial vestibular system. The noise level of these sensors
is not suitable for inertial navigation systems, but their
performance is similar to biological inertial sensors and can
play a key role in artificial vision systems. In our work, we
explore some aspects of inertial and vision sensing
integration. Fig. 1 shows some of the data available from
the two sensors and processing systems, setting a frame-
work for possible combination of inertial and vision
sensing.

The 3D structured world is observed by the visual sensor
and its pose and motion parameters are directly measured
by the inertial sensors. These motion parameters can also be
inferred from the image flow and known scene features [4].
Combining the two sensing modalities simplifies the
3D reconstruction of the observed world. The inertial
sensors also provide important cues about the observed
scene structure, such as vertical and horizontal references.

1.1 Related Work

Inertial sensors have typically been used for navigation in
aerospace and naval applications [5], [6]. The electronic and
silicon micromachining development, pushed by the needs
of the automotive industry, brought about low cost, batch
fabricated silicon sensors. New micromachined sensors are
being developed, aiming at having a single chip inertial
system to be integrated in inertial aided GPS navigation
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systems [7]. This development has enabled many new
applications for inertial sensors, namely in robotics and
computer vision.

One application that has matured in consumer products
is camera vibration compensation. Video camera image
stabilization can be done using camera motion detection
followed by image correction [8].

Viéville and Faugeras proposed the use of an inertial
system based on low cost sensors for mobile robots [9], and
studied the cooperation of the inertial and visual systems in
mobile robot navigation by using the vertical cue taken from
the inertial sensors [10], [11], [12]. In Viéville’s book [13], he
describes the work done on the integration of inertial sensor
data in vision systems to rectify images and improve self-
motion estimation for 3D structure reconstruction.

An inertial sensor integrated optical flow technique was
proposed by Bhanu et al. [14]. Inertial sensors were used to
improve optical flow for obstacle detection. The inertial
system was used to compensate ego motion of the vehicle,
improving interest point selection, matching of the interest
points, and the subsequent motion detection, tracking, and
obstacle detection.

Panerai and Sandini used a low cost gyroscope for gaze
stabilization of a rotating camera, and compared the camera
rotation estimate given by image optical flow with the gyro
output [15], [16]. They also studied the integration of
inertial and visual information in binocular vision systems
[17].

Mukai and Ohnishi studied the recovery of 3D shape
from an image sequence using a video camera and a gyro
sensor [18], [19]. Rotation and translation have similar
effects on the image, leading to unreliable recovery. The
gyro output is used to discriminate both situations and
improve the accuracy of the 3D shape recovery.

More recently, Kurazume and Hirose have used inertial
sensors for image stabilization of remote legged robots and
attitude estimation [20].

A strong application for inertial aided vision systems is
virtual reality modeling and augmented reality. By using
pose imagery (i.e., images with known orientation and
position obtained by inertial sensors and GPS), Coorg and
his colleagues at the MIT Media Lab [21] use mosaicing and
other techniques to perform an automated three-dimen-
sional modeling of urban environments. You used a hybrid
inertial and vision tracking algorithm for augmented reality

registration [22]. Inertial sensors and cameras were used on

a head mount system providing 3D motion and structure

estimation for augmented reality [23].
Dickmanns has also incorporated inertial sensors in his

vision system for automated vehicles [24]. The system uses

feedback from the estimated state to guide the vision

feature trackers. The inertial sensor-based ego state estima-

tion has negligible time delays and includes perturbations

which must be taken into account by the vision system.

1.2 Our Work

In this paper, we present some results obtained using

inertial sensor data in vision systems. The unit sphere

projection camera model is used, providing a simple model

for inertial data integration. Using the vertical reference

provided by the inertial sensors, the image horizon line can

be determined. Using just one vanishing point, we can

recover the camera’s focal distance. In a typical indoor

corridor scene, the vanishing point can also provide an

external bearing for the system’s navigation frame of

reference. Knowing the geometry of a stereo rig and its

pose from the inertial sensors, the collineation of level

planes can be recovered, providing enough restrictions to

segment and reconstruct vertical features and leveled

planar patches. Parts of this work have been previously

published in conference proceedings [25], [26], [27], [28],

[29], [30].

2 VISION BACKGROUND AND GEOMETRIC

FRAMEWORK

2.1 Projection onto Unit Sphere

The pinhole camera model derives from the camera’s

geometry and considers the projection of world points onto

a plane, but the projection need not be onto a plane.

Consider a unit sphere around the optical center with the

images being formed on its surface. The image plane can be

seen as a plane tangent to a sphere of radius f , the camera’s

focal distance, concentric with the unit sphere, as shown in

Fig. 2. The image plane touches the sphere at the equator,

and this point defines, on the image plane, the image center.

Using the unit sphere gives a more general model for

central perspective and provides an intuitive visualization

of projective geometry [31]. It also has numerical advan-

tages when considering points at infinity, such as vanishing

points.
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Fig. 1. Combining inertial and vision sensing.

Fig. 2. Line projection onto unit sphere.



As shown in Fig. 2, a world point PP will project on the
image plane as pp and can be represented by the unit vector
mm placed at the sphere’s center, the optical center of the
camera. With image centered coordinates pp ¼ ðu; vÞ>, we
have

PP ! mm ¼ PP

jjPP jj ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ v2 þ f2
p u

v
f

2
4

3
5: ð1Þ

Note that mm ¼ m1;m2;m3ð Þ> is a unit vector and the
projection is not defined for PP ¼ 0; 0; 0ð Þ>. Projection onto
the unit sphere is related to projection onto a plane of image
point pp ¼ u; vð Þ> by

u; vð Þ>¼ f
m1

m3
; f

m2

m3

� �>
: ð2Þ

Given f , the projection onto a sphere can be computed from
the projection onto a plane and conversely. To avoid
ambiguity, m3 is forced to be positive, so that only points
on the image side hemisphere are considered.

Image lines can also be represented in a similar way. Any
image line defines a plane with the center of projection, as
shown in Fig. 2. A vector nn normal to this plane uniquely
defines the image line and can be used to represent the line.

For a given image line auþ bvþ c ¼ 0, the unit vector is
given by

nn ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c=fð Þ2

q a
b

c=f

2
4

3
5: ð3Þ

As seen in Fig. 2, we can write the unit vector of an image
line with points mm1 and mm2 as

nn ¼ mm1 �mm2: ð4Þ

Image points mm and mm0 are said to be conjugate to each

other if mm:mm0 ¼ 0. In image coordinates, we have that image

points u; vð Þ> and u0; v0ð Þ> are conjugate to each other if

uu0 þ vv0 þ f2 ¼ 0; ð5Þ

and the projective lines passing through each point and the
center of projection are orthogonal.

2.2 Vanishing Points and Vanishing Lines

Since the perspective projection maps a 3D world onto a
plane or planar surface, phenomena that only occur at
infinity will project to very finite locations in the image.
Parallel lines only meet at infinity, but as seen in Fig. 3, the
point where they meet can be quite visible and is called the
vanishing point of that set of parallel lines.

A space line with the orientation of a unit vector mm has,
when projected, a vanishing point with unit sphere vector
�mm. Since the vanishing point is only determined by the
3D orientation of the space line, projections of parallel space
lines intersect at a common vanishing point.

Aplanar surfacewith aunit normalvectornn, notparallel to
the imageplanehas,whenprojected, a vanishing linewithunit
sphere vector �nn. Since the vanishing line is determined
alone by the orientation of the planar surface, then the
projections of planar surfaces parallel in the scene define a

common vanishing line. A vanishing line is a set of all
vanishing points corresponding to the lines that belong to the
set of parallel planes defining the vanishing line.

In an image, the horizon line can be found by having two
distinct vanishing points as seen in Fig. 3. With a suitable
calibration target (e.g., a leveled square with well defined
edges), the horizon line can be determined.

If the vanishing points, u; vð Þ> and u0; v0ð Þ>, correspond
to orthogonal sets of parallel lines, they are conjugate to
each other and, from (5), we have

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�uu0 � vv0

p
: ð6Þ

Therefore, with two vanishing points corresponding to
orthogonal sets of parallel lines, focal distance f can be
determined [31].

3 DATA FROM INERTIAL SENSORS

3.1 Inertial Navigation Principles

At the most basic level, an inertial system simply performs a
double integration of sensed acceleration over time to
estimate position. Assuming a set of accelerometers
measuring acceleration along three orthogonal axis, we
have

�position ¼ xx ¼
Z

_xxxx dt ¼
Z Z

€xxxx dt ¼
Z Z

aasenseddt; ð7Þ

where xx is the position, _xxxx the velocity, and €xxxx the
acceleration vectors.

But, if body rotations occur, they must be taken into
account. The measured accelerations are given in the body
frame of reference, initially aligned with the navigation
frame of reference. In gimballed systems, the accelerometers
are kept in alignment with the navigation frame of
reference, using the gyros to control a stabilized platform.
In strap-down systems, the gyros measure the body rotation
rate and the sensed accelerations are computationally
converted to the navigation frame of reference. Before
integration, gravity gg must be subtracted from the sensed
acceleration. Fig. 4 shows a block diagram of a strapdown
inertial navigation system. The Inertial Measurement Unit
(IMU) has three acceleromters and three gyrometers.

The mechanization of this rigid body angular motion has
to account for the noncommutativity of finite rotations,
mathematical singularities, and numerical instability. Shus-
ter [32] discusses the various derivations for the rotation
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Fig. 3. Picture of Via Latina at Coimbra University showing a vanishing

point and vanishing line of a planar surface.



vector, and a complete mechanization using quaternions is
presented by Savage [33]. Table 1 summarizes the data that
can be obtained from the inertial sensors.

Recent development in micromechanical devices has
lead to some new low-cost accelerometers and gyroscopes.
Strap-down systems based on these low-cost inertial
sensors offer low performance, namely in accumulated
drift over time, making them unsuitable for high perfor-
mance inertial systems, but can still be useful in some
mobile robotic applications. The inertial system can be used
to provide short-term accurate relative positioning and,
combined with some other external absolute positioning
system to bound the INS drift error, provide a suitable
navigation system.

To cope with the accumulated drift, some assumptions
can be made on the system’s dynamics. If the norm of the
sensed acceleration is about 9:8 m:s�2, then we can assume
that the accelerometers only measure gravity gg and the
attitude can be directly determined, resetting the accumu-
lated drift in the attitude computation. Assuming pure
rotations never occur, we could also adjust the gyro offset
since they tend do drift with time and temperature. A low
threshold can also be applied to the system, assuming that
the robot never accelerates or rotates below a certain value,
preventing the error accumulation in the rotation update
and position integration.

3.2 Performance of Human Inertial Sensors

It is important to have some idea of the performance of the
human inertial sensors to better evaluate the suitability of
inertial sensors in some robotic applications. But, measuring
the actual vestibular perceptual thresholds is difficult; they
are determined by many factors such as mental concentra-
tion, fatigue, other stimulus capturing the attention, and
vary from person to person [3]. Reasonable threshold values
for perception of angular acceleration are 0:14, 0:5, and
0:5 deg:s�2 for yaw, roll, and pitch motions, respectively. A
1:5 deg change in direction of applied gravity force is
perceptible by the otolith organs under ideal conditions.
Values of 0:01 g for vertical and 0:006 g for horizontal
acceleration are appropriate representative thresholds for
perceptible intensity of linear acceleration. These are valid
for sustained and relatively low frequency stimulus.

The currently available low-cost inertial sensors are
capable of similar performances [30]. The inertial system
prototype built for this work, using low cost sensors, has
gyros with 0:1 deg:s�1 resolution, and accelerometers with
0:005 g resolution. Notice that the gyros measure angular
velocity and not angular acceleration.

These performances are not suitable for stand alone
inertial navigation, but combined with vision cues they
contribute to human spatial orientation and body equili-
brium. The inertial cues enhance the performance of the
vision system in gaze stabilization, tracking, and visual
navigation.

4 COMBINING INERTIAL CUES WITH MONOCULAR

VISION

4.1 Unit Sphere Vertical Reference from Gravity

The accelerometer data can be used to determine the vision
system’s attitude. When the system is motionless or subject
to constant speed, the accelerometers give the direction of
the gravity vector gg relative to the camera system frame of
reference fCg. We can therefore determine the vertical unit
vector normal to local ground leveled plane, but rotations
within the horizontal plane are not sensed. The measure-
ments aa taken by the inertial unit’s accelerometers include
the sensed gravity vector gg summed with the body’s
acceleration aab:

aa ¼ �ggþ aab: ð8Þ

Notice that the accelerometer will measure the reactive
(upward) force to gravity. Assuming the system is motion-
less, then aab ¼ 0 and the measured acceleration aa gives the
gravity vector in the system’s frame of reference. So, with
ax; ay, and az being the accelerometer measurements along
each axis, the vertical unit vector will be given by

n̂nnn ¼
nx

ny

nz

2
4

3
5 ¼ � gg

ggk k ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x þ a2y þ a2z

q ax
ay
az

2
4

3
5: ð9Þ

As explained in the previous section, by performing the
rotation update using the IMU gyro data, gravity can be
separated from the sensed acceleration. In this case, n̂nnn is
given by the rotation update, but must be monitored using
the low pass filtered accelerometer signals, for which the
above equation still holds, to reset the accumulated drift.

The vertical unit vector is given in the IMU frame of
reference and has to be converted to the camera frame of
reference. Only the rotation is relevant, for a single perfectly
aligned camera it is null; otherwise, it can be calibrated as
described below. In the case of having a stereo camera rig,
either the verge of each camera and IMU relative pose is
also known, or some calibration has to be performed.
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Fig. 4. Simplified strap-down inertial navigation system.

TABLE 1
Data from Inertial Sensors



This vertical reference will be used together with image
cues to calibrate the vision sensor and detect world features
such as vertical lines and the ground plane, as presented in
the following sections.

4.2 Vertical Reference Error Analysis

Considering a linear model for the accelerometers, we have

aameasured ¼ MMaareal þ bb; ð10Þ

where MM incorporates scale factor, cross axis sensitivity
inherent to the sensing element and also due to sensor
misalignment, and bb offset bias. Estimates for MM and bb
might be provided by the manufacturer or can be obtained
by sensor calibration.

But, temperature drift, power supply ripple interference,
and thermal noise will always degrade the signal, and MM
and bb will not remain static. Part of this noise can be taken
as having zero mean, but, for instance, temperature drift
does not, and temperature compensation might be required
in some applications.

Since we are measuring gravity, any mechanical vibra-
tions and oscillations will introduce additional error. Low
pass filtering has to be used and, for more dynamic
situations, gyro rotation update is required to have
stabilized gravity direction. In some applications, using
magnetic sensors with accelerometers provides a good
solution for pose tracking, exploring the different dynamics
and noise characteristics of each sensor [34].

The inertial system prototype built at our lab [25] (Fig. 7)
uses a signal conditioned three-axis accelerometer [35], [36].
Bias and cross-axis sensitivity calibration data was available
and used.

A set of 6,400 measurements were taken with the sensor
at rest with no filtering. The obtained covariance matrix was

V ðnnÞ ¼
0:5873 �0:0069 0:0102
�0:0069 0:5675 0:0071
0:0102 0:0071 0:0003

2
4

3
5� 10�4; ð11Þ

with eigenvalues

�21 ¼ 0:5895� 10�4 � �2
2 ¼ 0:5655� 10�4 � 0: ð12Þ

The root-mean-square angle error is given by

�� ¼ tan�1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trV ðnnÞ

p� �
¼ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
1 þ �2

2

q� �
ð13Þ

and, for this data set, �� ¼ 0:6130 deg. Low pass filtering the
accelerometer data improved the estimate significantly,
lowering the error to �� ¼ 0:1907 deg when applying a
Butterworth fifth order filter with 10 Hz cutoff frequency.

Another set of measurements was made on a mobile
robot performing back-and-forth motion with no filtering.
The obtained covariance matrix was

V ðnnÞ ¼
0:6928 0:1094 0:3086
0:1094 0:7763 0:0183
0:3086 0:0183 0:1388

2
4

3
5� 10�4; ð14Þ

with eigenvalues

�2
1 ¼ 0:9144� 10�4 � �2

2 ¼ 0:6934� 10�4 � �2
3 ¼ 0:10� 10�7

ð15Þ

and, for thisdata set, the expectedangle error�� ¼ 0:7265 deg.
Low pass filtering the accelerometer data improved the
estimate significantly, lowering the error to �� ¼ 0:4611 deg.

4.3 Rotation between IMU and Camera

The inertial measurements have to be mapped to the
camera frame of reference. If the alignment between them is
unknown, calibration is required. Fig. 5 shows several
frames of reference considered.

In order to determine the rigid transformation between
the IMU frame of reference fIg and the camera frame of
reference fCg, both sensors are used to measure the vertical
direction. When the IMU sensed acceleration is equal in
magnitude to gravity, the sensed direction is the vertical.
For the camera, either using a specific calibration target,
such as a chessboard placed vertically, or assuming the
scene has enough predominant vertical edges, the vertical
direction can be taken from the corresponding vanishing
point. However, camera calibration is needed to obtain the
correct 3D orientation of the vanishing points.

If n observations are made for distinct system positions,
recording the vertical reference provided by the inertial
sensors and the vanishing point of scene vertical features,
the absolute orientation can be determined using Horn’s
method [37]. Since we are only observing a 3D direction in
space, we can only determine the rotation between the two
frames of reference. Results are given in [38].

4.4 Vanishing Point of Vertical Lines

The vertical reference n̂nnn corresponds to the north pole of the
unit sphere. A set of world vertical features will project to
image lines nini with a common vanishing point mvpmvp ¼ n̂nnn.

4.5 Horizon Line

The horizon line can be found by having two distinct
vanishing points of a leveled plane. Knowing the vertical in
the camera’s referential and the focal distance, an artificial
horizon line also can also be traced with a single vanishing
point. A planar surface with a unit normal vector n̂nnn, not
parallel to the image plane has, when projected, a vanishing
line given by

nxuþ nyvþ nzf ¼ 0; ð16Þ

where f is the focal distance, u and v image coordinates,
and n̂nnn ¼ nx; ny; nz

� �>
. Since the vanishing line is determined

alone by the orientation of the planar surface, the horizon
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Fig. 5. Camera fCg, IMU fIg, mobile system fNg, and world fixed fWg
frames of reference.



line is the vanishing line of all leveled planes, parallel to the
ground plane.

4.6 Ground Plane

Consider a world point CPP , given in a camera centered
referential fCg, that belongs to the ground plane. The plane
equation is given by

Cn̂nnn:CPP þ d ¼ 0; ð17Þ

where d is the distance from the origin to the ground plane,
i.e., the system height. In some applications, it can be known
or imposedby thephysicalmount or determinedusing stereo
as shown below. The ground plane can therefore be
determined in the camera system frame of reference fCg.

4.7 Robot Navigation Frame of Reference

When detecting world features, a convenient frame of
reference has to be established. A moving robot navigation
frame of reference fNg can be considered, aligned by the
ground plane as shown in Fig. 5. The vertical unit vector n̂nnn
and system height d can be used to define fNg, by choosing
N x̂x̂xx to be coplanar with Cx̂x̂xx and Cn̂nnn in order to keep the same
heading, we have

NPP ¼ NTT C:
CPP; ð18Þ

where

NTT C ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

x

p �nxnyffiffiffiffiffiffiffiffi
1�n2

x

p �nxnzffiffiffiffiffiffiffiffi
1�n2

x

p 0

0 nzffiffiffiffiffiffiffiffi
1�n2

x

p �nyffiffiffiffiffiffiffiffi
1�n2

x

p 0

nx ny nz d
0 0 0 1

2
66664

3
77775: ð19Þ

If a heading reference is available, then fNg should not
be restricted to having N x̂x̂xx coplanar with Cx̂x̂xx and Cn̂nnn, but use
the known heading reference [30]. As previously seen,
vanishing points m̂m̂mmi of leveled planes are orthogonal to the
vertical n̂nnn, i.e., m̂m̂mmi:n̂nnn ¼ 0. In scenes of man made environ-
ments, the vanishing points can provide a heading
reference. Using vanishing point m̂m̂mm ¼ mx;my;mz

� �>
as a

reference, we get

CTTN ¼

mx nymz � nzmy nx �nxd
my nzmx � nxmz ny �nyd
mz nxmy � nymx nz �nzd
0 0 0 1

2
664

3
775: ð20Þ

Providing suitable vanishing points can be extracted
from the scene, we are able to have fNg coherent with the
inertial vertical and the scene heading. Using the robot’s
odometry, the inertial sensors, and landmark matching,
conversion to the world fixed frame of reference fWg can be
accomplished.

5 COMBINING INERTIAL CUES WITH STEREO VISION

5.1 Ground Plane

As seen above, the vertical reference provides the orienta-
tion of the ground plane relative to the camera system. With
stereo vision, visual fixation of a ground plane point can be
used to determine the ground plane distance [39], [40].

For this stereo system, the camera frame of reference fCg
is at the middle of the baseline with x pointing forward, as
seen in Fig. 6. Assuming a vision system with controlled
symmetric verge angle � and baseline b, fixated in a point
CPPf that belongs to the ground plane, the distance d is given
by the projection of CPPf on the gravity vector direction

d ¼ �Cn̂nnn:CPPf ¼ �Cn̂nnn:

b
2 cot �
0
0

2
4

3
5 ¼ �nx

b

2
cot �; ð21Þ

as can easily be seen in Fig. 6. In this figure, there is no
lateral inclination, but (21) is valid for any angle since the
attitude is given by Cn̂nnn.

The ground plane can therefore be determined in the
camera system frame of reference fCg, using the plane
orientation, given by the inertial sensors, and the plane
height from some a priori knowledge, or by fixating the
vision system on a ground plane point. All ground plane
geometric parameters are therefore determined. The leveled
navigation frame of reference can de shifted to have Z ¼ 0
for the ground plane.

5.2 Collineation of Ground Plane Points

To analyze how ground plane points are projected onto the
image plane, consider a world point PP ¼ X;Y ; 0; 1ð Þ> that
belongs to the ground plane (i.e., Z ¼ 0). The projection
onto the camera image plane is given by

sppi ¼
su
sv
s

2
4

3
5 ¼ CC RR tt½ �4�4PP ¼ :::½ �3�3

X
Y
1

2
4

3
5; ð22Þ

where ppi is the projective image point, s an arbitrary scale
factor, and CC and RR tt are the camera intrinsic and extrinsic
parameters.

1602 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 25, NO. 12, DECEMBER 2003

Fig. 6. Ground plane point PPf fixated by stereo system.

Fig. 7. Stereo camera rig with IMU based on low cost sensors.



From the above equation, we can see that there is a fixed
mapping between ground plane points and image points.
This mapping is called a collineation or planar homography
of points. A ground plane point is related to the camera
image by a collineation HcHc:

sppi ¼ HcHc:ePPPP; ð23Þ

where ePPPP ¼ X;Y ; 1ð Þ> and

HcHc ¼ CC r1r1 r2r2 tt½ �; ð24Þ

with riri denoting the ith column of the rotation matrix RR.
For a stereo system, we can express the collineation

between ground plane points and the left and right cameras

sppli ¼ HlHl:ePPPP and sppri ¼ HrHr:ePPPP; ð25Þ

where ppli and ppri are the left and right projective image
points.

We can consider a direct mapping HH of ground plane
points between the stereo pair. HH can be obtained by
calibration using known ground plane points [41], or using
(24) and known camera intrinsic and extrinsic parameters CC
and RR tt. For the direct mapping HH of right image points to
the left image, we have

sppli ¼ HH:ppri ¼ HlHl:HrHr
�1:ppri: ð26Þ

To obtain HH, we must first compute HlHl and HrHr. From (24)
and using CTTN obtained from the inertial data and LTT C
obtained form the geometric setup, HlHl is given by

HlHl ¼ CLCL r1r1 r2r2 tt½ �L

¼ CLCL

1 0 0 0

0 1 0 0

0 0 1 0

2
64

3
75:LTT C:

CTTN :

1 0 0

0 1 0

0 0 0

0 0 1

2
6664

3
7775; ð27Þ

and proceeding analogously for the right camera, we
obtain HrHr.

From (26), we have that the collineation between left and
right images of ground plane points, for a system with
symmetric verge angle � and baseline b, is given by

HH ¼ HlHl:HrHr
�1 ¼

� 2nxb cos � sin �þnybþ2d�4d cos2 �

�nybþ2d
2bnz cos �
�nybþ2d f

�2 cos � 2d sin �þbnx cos �ð Þ
�nybþ2d

0 1 0

22d sin � cos ��nxbþnxb cos
2 �

f �nybþ2dð Þ
2bnz sin �

f �nybþ2dð Þ � 2nxb cos � sin �þnyb�4d cos2 �þ2d

�nybþ2d

2
64

3
75;

ð28Þ

where f is the camera focal distance, nx; ny; nz

� �>
the

vertical reference provided by the inertial sensors given in
the camera system frame of reference fCg (with origin at the
middle of the baseline), and d the system height to the
ground plane. This equation will be fundamental for the
world feature detection methods described in following
sections.

This collineation can also be computed for other planes.
Consider a mobile robot going up a slope. In this case, the
leveled ground plane is no longer relevant, but we can
consider the local planar patch with normal nns 6¼ nn given by
the robots steady state tilt and proceed as before.

6 CASE STUDIES USING THE VERTICAL REFERENCE

6.1 Focal Distance Calibration

Camera calibration using vanishing points has been widely

explored, [31], [42], [43], [44], [45] among others. The

novelty in our work is using just one vanishing point and

using the inertial sensors to extract camera pose informa-

tion. Calibration based on vanishing points is limited since a

compromise has to be reached on the quality of each point,

but since we require just one vanishing point, the best one

can be chosen.
Vanishing point ppv ¼ u; vð Þ>, obtained from a set of

parallel lines belonging to some leveled plane, and n̂nnn ¼
nx; ny; nz

� �>
taken from (9), are conjugate to each other since

they correspond to 3D orthogonal sets of parallel lines.

From (16), the focal distance f can be estimated as

f ¼ �nxuþ nyv

nz
: ð29Þ

With a suitable calibration target scene where ground

plane parallel lines can be easily found, the focal distance

can be estimated using (29). The image center is assumed to

be fixed and known, and u; vð Þ are given in image centered

coordinates. If no prior calibration is done to determine the

image center, nonimaging techniques, such as numerical

center of image or sensor coordinates, are used. The

implications of this assumption depend on the camera

quality and variable parameters [46].
The orthogonality of two leveled plane sets of parallel

lines, when using two vanishing points, is replaced here by

theorthogonality betweenvertical lines,withvanishingpoint

nx; ny; nz

� �>
, anda set of leveledparallel lines,withvanishing

point u; v; fð Þ>. This implies that the alignment between the

IMU and the camera has to be known from construction or

calibration.
The effect of errors in the vertical reference on the

estimated focal distance can be seen by studying the

Jacobian matrix

JJ ¼ @f
@nx

@f
@ny

@f
@nz

@f
@u

@f
@v

h i
¼ � u

nz
� v

nz

nxuþnyv
n2
z

� nx

nz
� ny

nz

h i
:

ð30Þ

Considering a good pose tilting down about 45 deg

with a not too distant vanishing point, having n̂nnn ¼
0;�0:70; 0:71ð Þ> and u; vð Þ>¼ 100; 1000ð Þ>, a 1 deg error

in the vertical reference would perturb the estimated focal

distance f by ��f with

�f ¼ sin ð1�Þnxuþ nyv

n2
z

� 24:2: ð31Þ

This means a 2.5 percent error in the estimated value of

f � 986. This error will degrade when more ill conditioned

poses are used, and the solution degenerates when

observability of a ground plane vanishing point is missing

or the camera is perfectly horizontal, with the horizon line

through the image center.
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6.2 Stereo Correspondence of Ground Plane Points
and 3D Position

Since we know the collineation of the ground plane image
points from (28), image points can be tested across the
stereo pair, identifying the ground plane points, and
determining their 3D position. An algorithm for the
3D reconstruction of image detected features can be
formulated. For each detected point in the right image ppri ,
map it to the other image using the known collineation. The
correspondent point in the left image is found by parsing all
the left image detected points of interest pplj and testing an
allowed neighbourhood window for a match, i.e., find j
such that

pplj ¼ HH:ppri � ��: ð32Þ

If there is a match, the point belongs to the ground plane.
If there is no match, the point must be something other than
the floor, possibly an obstacle. If the detected interest points
are very dense, false positives will occur since it will be easy
to have some other point in the same neighborhood. To
overcome this, 2D correlation is performed over a small
region around both image points.

From (25), the 3D position NPP ¼ X;Y ; 0; 1ð Þ> of this
ground plane point is given by

N ePPPP ¼ HrHr
�1ppri ; ð33Þ

where N ePPPP ¼ X;Y ; 1ð Þ>.
Errors in the estimated vertical reference will increase

the uncertainty, but since the method relies on a neighbor-
hood test, it maintains robustness in detecting points up to
the tolerance of the used search window size and then
breaks down. The 3D mapping error, however, will degrade
with increasing error in the vertical reference. A statistical
map of the detected features has to be built to deal with the
uncertainty.

6.3 Image Line Segmentation

Knowing the vertical, the vanishing point of all image lines
that correspond to world vertical features is known. This
vanishing point is at infinity when there is no tilt, and the
vertical lines are all parallel in the image. For small tilt
values, the vertical lines can be taken as parallel, speeding
up the detection process. Based on this assumption, the
vertical line segments found in the image will be parallel to
the local image vertical n̂nnni, the normalized image projection
of the vertical n̂nnn. The image vertical reference corresponds
to the unit sphere projection of the vanishing point of all
3D vertical lines in the image plane.

In order to detect vertical lines, we extracted the edges in
the image using a modified Sobel filter [47]. By choosing an
appropriate threshold for the gradient magnitude, the
potential edge lines can be identified. The square of the
gradient was used in our application to allow faster integer
computation.

To only obtain the vertical edges we compare the pixel
gradientwiththevertical.Thedotproductof thegradientwith
the vertical should be null, so by setting a tolerance threshold
value, the detected edge points can be taken as vertical or not.

DD:n̂nnni < tolerance: ð34Þ

But, this can lead to erroneous results since the pixel

gradient provides a very local information and is affected

by the pixel quantization, therefore, a large tolerance is

used. In order to extract the vertical lines in the image, all

edge points that satisfied (34) were mapped to a rectified

image table, using (35), so that continuity could be tested

along the vertical edge direction. So, each edge point ppj ¼
u; vð Þ contributed to the table at position

vert points x; yð Þ ¼ ppj:ĥĥhhi; ppj:n̂nnni

� �
; ð35Þ

where ĥĥhhi is the horizontal unit vector, perpendicular to n̂nnni in

the image plane, i.e.,

n̂nnni:ĥĥhhi ¼ 0: ð36Þ

The minimum line length and allowable gaps is set and

each column of the table parsed. The end result is a set of

image lines, given by their end-points in the original image,

that correspond to 3D vertical features, except for degen-

erate cases for which multiple views are required.
For large tilt values, the vertical lines can not be taken as

parallel, and must be tested to comply with vanishing point

n̂nnn. If mm is the unit vector normal to the line projection plane,

the 3D line can only be vertical if

n̂nnn:mm ¼ 0; ð37Þ

but, again, with a single view, a false vertical might be

detected in degenerate cases.

6.4 Stereo Correspondence of Vertical Lines and
3D Position

In the previous section, a method was presented for vertical

image line detection. But, in order to have world feature

detection, the image segmentation of vertical lines has to be

matched across the stereo pair, and the 3D position of the

feature determined.
Making the assumption that the relevant vertical features

start from the ground plane, and since we know the

collineation of the ground plane image points from (28), a

common unique point is identified. The lower point or foot

of each vertical feature in one image should map to the

corresponding foot in the other image.
Proceeding as before, the feet of the vertical line features

can be tested across the stereo pair using the known

collination. If there is a match, the point belongs to the

ground plane and must be the foot of a true 3D vertical

world feature. The 3D position of the foot of this vertical

element is given by (33).
With the system mounted on some mobile robot, the

vertical features can be charted on a world map, constructed

as the robot moves in its environment. This map is

constructed in the robot’s navigation frame of reference

fNg as described in Section 4.7.
Besides the error in detected points and their 3Dmapping

previously mentioned, the vertical edge detection also used

the vertical reference, but only as a rough estimate. Under

the assumption that near vertical features are rare, this does

not present a problem.
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7 RESULTS

Fig. 7 shows an inertial system prototype built at our lab

[25] that was coupled to a camera stereo rig to carry out the

tests.

7.1 Focal Distance Calibration

To test the estimation of f using one vanishing point and

the vertical reference, the camera calibration toolbox

provided by Intel Open Source Computer Vision Library

[48] was used to provide a standard camera calibration

method. The calibration used images of a chessboard target

in several positions and recovers the camera’s intrinsic

parameters as well as the target positions relative to the

camera. The calibration algorithm is based on Zhang’s work

in estimation of planar homographies for camera calibration

[49], but the closed-form estimation of the internal

parameters from the homographies is slightly different,

since the orthogonality of vanishing points is explicitly used

and the distortion coefficients are not estimated at the

initialization phase.

The calibration was performed with 20 images of a

chessboard target in several positions, as seen in Fig. 8.

Without changing the camera, the chessboard target was

removed and the calibration was performed using just one

vanishing point and the inertial vertical reference. Two

target positions with a near vanishing point were used, as

seen in Fig. 8, and 100 samples taken at each position. From

Fig. 9 and Table 2, we can see that the proposed method

provides a good estimate of f , within the uncertainty of the

standard method used.
The main sources of error are the vanishing point

instability, evidenced by the stepwise results obtained in
other tests [29], and the noise in the vertical reference
provided by the low cost accelerometers. The results show
that the proposed method is feasible. Due to its simplicity, it
can be performed on-the-fly by a mobile robot in a man
made environment, where ground plane parallel lines can
be easily detected. It can also aid 3D modeling and
reconstruction by providing extra information about focal
distance when digitally acquiring an image, as in [21].

7.2 Ground Plane Segmentation

The ground plane segmentation algorithm was implemen-
ted with a previous version of our system mounted on a
mobile robot. The points shown in Fig. 10 were obtained
using SUSAN [50] corner detector. The points of interest in
the right image were then parsed as described in the
previous section. Grahams Algorithm [51] was used for
computation of the convex polygon involving the set of
points. Fig. 10 also shows some frames from a ground plane
detection sequence obtained with the system on a mobile
robot and corresponding VRML view of the ground patch.

For visualization of the detected ground points, a VRML
worldwas generated [52]. The identified ground plane patch
was mapped onto the 3D scene, as seen in Fig. 10. The
complete sequence was processed, generating polygons
corresponding to the identified ground plane patch for each
frame. To update the VRML world on-the-fly, only the
ground patch vertex points need to be sent, so that the
polygon can be rendered.When bandwidth is not a problem,
the segmented image patch can also be sent and placed onto
the polygon. VRML opens many other possibilities such as
teleoperation or path-planning environments.

Adjusting a convex polygon to the set of points can lead
to erroneous ground patch segmentation. Some changes
have to be made to the algorithm and special cases taken
into account, such as having multiple isolated polygons or
allowing for nonconvexity when points are too far apart
and an obstacle could be in the way.

The results show that the method works, but is very
dependant on texture so that feature points can be detected.
There are many initial feature points, but only a few are
correctly detected as ground plane points, with many false
negatives. If, instead of detecting the ground plane, an
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Fig. 8. One of the 20 images used in the calibration and estimation of f

at two target positions with a near vanishing point, showing horizon line

with initial guess value of f (lower) and correct horizon line given by

inertial vertical reference (top).

Fig. 9. Estimation of f with just one vanishing point and n̂nnn, compared

with camera calibration results. Two target positions with a near

vanishing point, 100 samples taken at each position.

TABLE 2
Estimation of f



obstacle detection was being done, these unmatched points
could be perceived as obstacles. This can be avoided by
making assumptions on the minimum size of obstacles and
detected point density. This method enables fast processing
of images and feature matching across the stereo pair, since
the ground plane restriction is used to limit the search
space.

7.3 Detecting Vertical Lines and 3D Position

We implemented the vertical world feature detector with

our system, working real-time at five frames per second. An

initial setup had to be done to properly align the cameras

and verge them with a known angle, using the pan and tilt

units.
Fig. 11 shows a set of results. The system was initially

fixated on a ground plane point, using the pan and tilt units

to verge with a known angle, so that system height could be

determined. Keeping a constant height, the system was

tilted sideways, and the vertical feature was correctly

detected in all frames. Further tests showed that method

performs well in man made environments where vertical

features are abundant, but required some parameter

adjustment to have good results with different types of

scenes.
Using (33) and (18), the vertical features are then charted

on a world map. Fig. 12 shows the output of the vertical

world feature detector that includes a map with detected

features. The system was placed on a mobile robot and

placed at the entry hall of our lab. The maps shows the

furniture correctly mapped. The raw data shows a spread

along the line of sight of the system, as expected from the

geometric setup and image noise. Proper time filtering and

outlier removal has to be performed to have a consistent

map. The map has to be updated as the robot moves in its

environment, but this was not implemented in this work.

Part of this work was presented at [28] and ongoing work at

our lab is being done in the mapping [53].

8 DISCUSSION AND CONCLUSIONS

This article sets a framework for inertial and visual sensor

cooperation and presented some results of using gravity as

a vertical reference. From the studies on human vision, it is

clear that inertial cues play an important role and that the

notion of vertical is important at the first stages of image

processing. Further studies in the field, as well as

bioinspired robotic applications, will enable a better under-

standing of the underlying principles, with possible

application for bioimplants of artificial vision and vestibu-

lar systems in patients.
The unit sphere projection model used provides an

intuitive representation of projective geometry, onto which

inertial cues are easily integrated. Exploring the orthogon-

ality between the vertical reference and vanishing points of

horizontal lines, camera focal distance was estimated using

only one vanishing point. This allows the best vanishing

point to be chosen, and is less imposing on the availability

of scene vanishing points. An integrated accelerometer and

imaging sensor could use this method to estimate focal

distance, relying on the automatic detection of one vanish-

ing point of a set of horizontal lines, with high probability of
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Fig. 10. (a) Right image with a set of initial points, detected ground plane

points, and identified ground patch. (b) Stereo frames from ground plane

detection sequence with the VRML view of the ground patch on the right

side.

Fig. 11. (a) The experimental setup. (b) and (c) Vertical world feature

detection. The bigger circles indicate the foot of a detected vertical world

feature, the smaller circles the points tested, i.e., the lower end of image

vertical lines.



occurring at specific camera poses in man-made structured

environments. When applied to mobile robots, the vanish-

ing point can also provide an external bearing for the

navigation frame of reference. Calibration methods using

specific calibration targets and multiple images can provide

more precise focal distance estimates. The main sources of

error in this method are the uncertainty in the vanishing

point estimation, the assumed alignment of the inertial

sensors, and the accelerometer noise.
In a stereo rig with known geometry, the vertical

reference was used to compute the collineation of level

plane points, enabling their detection and 3D mapping. This

was used to segment and reconstruct vertical features and

leveled planar patches. These 3D world features are useful

to improve mobile robot autonomy and navigation. The

method is fast and adaptable, unlike a fixed calibrated

collineation estimated from a set of known points. The main

sources of error in this method are the assumed known

geometry and the noise in the vertical reference. When used

on a mobile vehicle the error increased along the direction

of motion [53], but still provided a useful map of vertical

features for robot navigation, where the uncertainty can be

modeled.
Another approach we followed, not covered in this

paper, was to use standard vision techniques to compute

depth maps and then rotate and align them using the

inertial reference [54], [55]. The advantage of reducing the

search space explored above is lost, but current technology

provides real-time depth maps with reasonable quality, and

the inertial data fusion is still very useful at a later step to

align and register the obtained maps.
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[11] T. Viéville, F. Romann, B. Hotz, H. Mathieu, M. Buffa, L. Robert,
P.E.D.S. Facao, O. Faugeras, and J.T. Audren, “Autonomous
Navigation of a Mobile Robot Using Inertial and Visual Cues,”
Intelligent Robots and Systems, M. Kikode, T. Sato, and K. Tatsuno,
eds., 1993.
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