A distributed system for robotic multi-sensor integration
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Abstract. The development of multi-sensor based flexible assembly cells will increase substantially the scope of applications of manipulators in industry. This paper is concerned with the development of a multi-sensor assembly cell which can be used to evaluate the feasibility of automatic assembly of different products. The cell is built around a manipulator with six degrees of freedom, a conveyor belt and an assembly table. The sensorial system of the cell comprises a real-time vision system, gripper force, ultrasonic sensing and various detectors on the conveyor belt and assembly table. A simple and high-performance distributed control structure enables the exchange and integration of sensorial information as well as real-time path control.
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1. Introduction

The use of multi-sensor robots allows the execution of automatic assembly tasks with a certain degree of complexity. However, the increased flexibility achieved with multi-sensing requires the processing and the integration of substantial amounts of sensorial data which must be performed in real-time. These systems will have to be endowed at high-level with powerful algorithms, performing automatic planning of actions, and at low-level with run-time capabilities to monitor the course of those actions executed under sensor feedback. Sensory information collected and processed by different levels of control as well as sensory planning strategies will be necessary to synthesize and execute reliable motions. Sensory data should be gathered through a variety of sensing devices, analyzed and
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transformed to build, or complement, the world model of the environment. For instance visual information might be required to allow reasoning about the geometric properties and spatial location and orientation of the object to be manipulated. Based on the on-line sensory information and on a pre-built model of the environment, planning operations, such as gross motion planning and the selection of feasible and suitable grasp configurations, can be undertaken. At the low-level the inclusion of sensory data is crucial since motions might be completely data-driven. At this level the specification of sensor-based control strategies is a key point. The sensorial contribution described until now suffices for the specification and execution of isolated pieces of specialized motions. An autonomous system should have the power to select automatically the suitable specialized motion, adapted to the state of the task under execution, at each moment. Thus for a system to have the ability to synthesize and execute reliable motions it should also have the capability of planning sensory strategies. As an example, sensory planning should provide solutions for the following situations: When should a vision system be used to cope with an uncertain object position? How to process sensory data to extract outstanding information? What sensors to use to decide for the end of an action? What sensors to test to decide for the success/failure of an action? What sensors to scan continuously in order to minimize, or prevent, secondary effects due to an error or a failure?

The aim of the work described in this paper is to develop a robotic system able to support and to facilitate the evaluation of sensorial integration techniques and to allow the exploitation of real-time path control strategies. Most commercial robots, as in the case of the six-axis manipulator (Puma), do not have enough flexibility to allow an efficient use of sensory information. For that purpose, an approach can be to use an external computational system, to gather and to integrate the sensor information, actuating as the supervisory system. Several configurations to connect an external computational system to a Puma controller are possible [1]. One possible configuration is to use the facilities provided by the manipulator controller for real-time path control (Alter) and for communications to an external supervisory system. Nevertheless the limitations of such a configuration, it provides enough power and flexibility to many applications. Our robotic system approach, structured as shown in Fig. 1, uses a simple and high-performance distributed system for sensor data acquisition and actuation. It uses an hierarchical architecture (Multi-BitBus [2]) with the Local Supervisor, as a low-level master, connected to the manipulator controller through the real-time path control port (Alter). This level was included to support real-time path control based on sensory data. For all the system the raw data provided by the sensors is preprocessed by local control units which transmit to the Supervisor high-level information through the high-speed serial network (BitBus). Presently the main devices of the assembly cell are:

- A six axis manipulator (Puma 560);
- A two finger gripper equipped with sensors;
- A conveyor belt equipped with a set of functions;
- A rotary table with pneumatic indexing
There are several sensors and actuators associated with these devices which in the case of the conveyor belt are the brake and the motor speed control, sensors to monitor the motor speed and miniature optical devices to detect objects on the conveyor. A table with pneumatic indexing is used for the assembly of components. The gripper is pneumatically controlled by using a pneumatic proportional valve which allows continuous variation of the force applied to the handling objects. It is equipped with an optical sensor, to detect the presence of objects between the fingers, and ultrasonic ranging sensors.

The actuators and sensing units of the conveyor, indexing table and gripper (see Fig. 1) are connected to the high-speed serial network (BitBus) through a microcontroller-based modular system [3, 4]. A set of boards corresponding to a variety of functions has been implemented around the modular system parallel-bus with which is possible to accomplish diverse control and monitoring applications. Boards have been developed for: analog acquisition and actuation; motor control (DC, DC brushless and step motors), power interfaces; PWM actuators; conditioning signal, etc.

The vision system is based on a host computer, a frame grabber and several image processing units. The frame grabber can receive images from up to four cameras with a resolution of 512 x 512 pixels and has a programmable pseudo-colour output. The image processing units, based on a very fast digital signal
processor, carry out the feature extraction operations on the images obtained by the frame grabber. Several image processing units can be connected in a parallel-processor architecture if the time requirements dictate such a need.

2. Distributed system architecture

The control system in use exhibits an hierarchical structure of the form illustrated in Fig. 1. It is expected that this computational structure can be useful for the following tasks:

- To support simple automatic assembly applications in real-time. The computational structure should be powerful enough to allow the study of assembly applications with substantial sensory requirements. It should also be flexible enough in order to cope with the study and the development of different assembly subtasks.
- To allow the access to the cell resources from other computational systems working at a higher level. At this level, rather more complex problems (3-D vision integration; path planning; fine-motion studies; grasp planning; domain modelling, etc) are expected to be investigated.

In order to achieve the first purpose, the control system was implemented following a distribution model based on a high-speed short-message channel and using slaves with a high processing capacity. For the second purpose work is under way to connect the supervisor to a higher level network on which we have workstations.

To establish a communications between the supervisor workstation and the distributed slave systems a serial network in a bus topology (the BitBus) is used. This network has enough attributes which lead to attractive solutions for a wide spectrum of local control applications, particularly at the sensor and actuator level. It exhibits a good performance in handling short messages namely allowing high order rates of information transmission (up to 2.4 Mb/s in half-duplex, synchronous mode). Besides, a modified version based on the BitBus is being specified with potential to be adopted as the basis of the Fieldbus standard [5].

3. Vision system

A vision system was developed for image processing in the fields of robotics and products inspection [6]. Taking advantage of the flexibility of a programmable Digital Signal Processor (DSP) and being built around an industrial standard bus, the system can be configured in a number of ways allowing a wide spectrum of applications (Fig. 2) Working under the control of a host computer, the vision system, in its minimum configuration, is composed of two boards which are capable

\[ \text{The Fieldbus standard is intended to define a serial communications network for interfacing low-level devices in factories such as sensors and actuators. Although the Fieldbus is still at the specification stage, it is clear that any of the existent industrial buses will fit the incoming standard.} \]
of handling images of $512 \times 512$ pixels with 256 grey levels per pixel: a video acquisition display and transmission unit and an intelligent image processing unit.

The vision system, including a general-purpose digital signal processor in the image processing units, allows the construction of a Single-Instruction-Multiple-Data (SIMD) structure suitable for vision processing without compromising flexibility. On the other hand, the modular approach taken in the design of the system permits its adaptation to particular applications.

3.1. Acquisition, display and transmission board

The video-acquisition display and transmission board [7] is a self-contained unit interfacing this system to standard black-and-white TV cameras using the CCIR (Comité Consultative International des Radio-communications) norm and to conventional black-and-white monitors (see Fig. 3). Up to four video inputs can

Fig. 3. Schematic of the acquisition, display and transmission boards.
be connected to the acquisition board which uses an 8-bit analog-to-digital flash converter to digitize the selected channel. This provides information associated with multiple views of the working cell. Before being stored in the memory, the digitized sample passes through a look-up table of 256 entries allowing simple processing, such as binarization of an image, in real time. The display section of the board uses a conventional cathode-ray tube (CRT) controller and a colour look-up table which incorporates three 8-bit digital-to-analog converters to generate an RGB video signal with 256 colours from a palette of 256K possibilities.

The acquisition board has the capacity for the complete images of $512 \times 512$ pixels on its internal 512K bytes of RAM memory, organized as two 256K bytes frame buffers—a useful facility during developing and testing stages to compare raw and processed images. Although the video memory is accessible by the host on a pixel basis, allowing image processing, this is not the normal working situation. In fact, a major feature of the board is the capability of transmitting, through a secondary bus, the digitized video which becomes available to the intelligent image processing boards which are connected to the system. When activated by the host, the transmitting section of the board sends two samples of video data and their corresponding addresses every 125 ns. The vision system features a fast video bus with a simple unidirectional structure allowing the transfer of incoming camera picture to the processing units.

3.2. Intelligent image processing boards

Each of the intelligent image processing boards [8] used in the vision system consists of four parts: a video input module, digital signal processor (DSP), a local memory and the interface to the main bus (VMEbus), as shown schematically in Fig. 4.

The video input and the addresses appearing on the video bus to place an image, or part of it, in memory. Under the command of the host computer, the video input module may be configured to acquire images of different sizes (windows) and

![Fig. 4. Schematic of the intelligent image processing board.](image-url)
different resolutions. In choosing a digital signal processor for this system, a special consideration was given to the capability of addressing a large range of external memory, as it is required in image processing. The intelligence of the board is only local and the DSP processor is totally controlled by the host computer. In fact, all the memory of the DSP processor, both program memory and data or video memory, is RAM and appears in the address map of the host which, for example, may halt the DSP processor, download a program or a command, activate the reception of a picture through the video bus and return control to the DSP processor for execution of the command.

This intelligent board can store and process a complete 8-bit 512 × 512 image, i.e. 256K pixels. This information is physically stored in static RAM memory which may be accessed by three elements: the video bus, the VME host and the digital signal processor. An important aspect of the video memory organization refers to the arbitration between the three sources of access. The video bus has the highest priority, having the whole memory available during the total transfer of an image. The host computer has the responsibility of halting the DSP processor before making accessing the video memory, avoiding in this way any conflicts in the access to the shared memory. The VME interface module of the processing board permits access to the video memory, access to the digital signal processor program memory, control of the video interface module and control of a number of registers to operate the board.

3.3. Camera calibration

In order to build the world model it is important to compute the depth map of the environment. For that purpose two cameras are attached to the gripper's end-effector.

To compute depth we need to find out, with reasonable accuracy, the relative transformation between the 2-D image and the referential representing the tool. The solution of this problem is obtained by performing a calibration of the stereo pair of cameras. As a result of this process, we obtain two \((3 \times 4)\) matrices which express the above mentioned transformations. If the transformation between origins of the two cameras' referentials is known, then the coordinates of any point in the 3-D world can be calculated by using its projections on the left and right images.

The basic problem in camera calibration is to obtain the relationship between the three-dimensional world and the two-dimensional images captured by the cameras (Fig. 5). This relationship can be expressed by a linear equation:

\[
\begin{bmatrix}
   sX \\
   sY \\
   s \\
\end{bmatrix}
= \text{CAM}
\begin{bmatrix}
   x \\
   y \\
   z \\
\end{bmatrix}
\]

(1)
Here \((X, Y)\) are the coordinates of the projections in the image of a point \(p(x, y, z)\) in the 3-D world and \(s\) is a scale factor. By algebraic manipulation, (1) can be expressed in the equivalent form:

\[
\begin{bmatrix} X \\ Y \end{bmatrix} = Ta,
\]

(2)

where \(a\) is a vector made up of the 11 unknowns of \(\text{CAM}\) in a vector form (element \((3,4)\) is set to one)—see [9,10] for details.

For evaluation of \(T\) we analyze an image of a grid of points, whose world coordinates are known. By using the correspondence between the points in the 3-D scene and the corresponding points in the 2-D image we can write a set of equations using relationship (2). This system can be solved using more points than those strictly necessary, by using extra measurements using to offset the noise effects or “filter” the data. For this purpose a solution for \(T\) can be obtained by a least-squares estimation. To obtain this solution all available points should be used in the computation of \(T\).

Another interesting solution can be obtained by the possibility of capturing several pictures in different positions in order to obtain an optimal estimation of \(T\) (and implicitly \(\text{CAM}\)). For that purpose we use a recursive form of the least-squares estimation [11].

4. Manipulator gripper and associated sensors

The gripper is pneumatically controlled using a pneumatic proportional valve which allows continuous variation of the force applied to the handling objects.
For that purpose, it has a force sensor which uses a thin-film strain gauge bridge deposited in vacuum over the element to be deformed. The contact forces are sensed and based on the difference between the desired force and the sensed force, a PWM (pulse-width-modulated) signal is generated to control the proportional valve pressure. It should be noted that this force feedback control can only be applied when the fingers are in contact. In a non-contact situation the opening/closing movements of the fingers are executed under open loop control. In fact, the aim of this force sensor arrangement is to allow the use of the pneumatic gripper with a continuous force capability. For continuous positioning either analogue inductive or infrared proximity sensors within the fingers can be used.

The strain gauge signal conditioner comprises an instrumentation amplifier and a 3-pole Bessel low-pass filter. The analog to digital conversion is accomplished by a 12-bit ADC converter with serial output. The next stage of the signal processing is performed in a physically separated “intelligent” system (see Fig. 6) which has interface registers and the PWM circuit, and a microcontroller board with the high-speed serial interface (BitBus). The pair of infrared LED and photodiode

Fig. 6. Manipulator gripper and associated sensors System set-up and information flow.
installed near the bottom of the fingers is used to detect the presence of objects within the fingers.

4.1. Ultrasonic system

Non-contact sensing is important to many robotic applications. Seam tracking for arc welding [12,13], path control [14], grasping [15], surface following and guarded motions [16] are examples of applications which require non-contact sensing feedback. Application of ultrasonic sensors in robotics has been considerable since they are inexpensive, they give range information and also give some insight on surface orientation. In our application, the goal is to obtain 3-D surface information and to achieve three-dimensional path control using three ultrasonic sensors. Each sensor has an ultrasonic ranging module with a single transmitter and receiver transducer. The transducers have a resonant frequency of about 215 kHz and the ranging modules output two principal signals: a digital signal whose pulse width is directly proportional to the distance and an amplifier analog acoustic signal with all echoes reflected. The pulse width is measured with 12-bit resolution by an interval counter. The repetition rate of the trigger pulse applied to the ultrasonic module, which controls the acoustic emissions, is programmable and can assume discrete values between 61 Hz and 400 Hz. This capability allows for variable triggering as a function of the distance to be measured. This is of great importance when real-time performance is required. The analog signal is rectified and converted to a digital value using a 12-bit ADC with serial output.

By analyzing the reflected echoes it is possible to derive information regarding the surface orientation. The intensity of the echoes decreases as the orientation angle (angle between the transducer's line of sight and the normal to the surface) increases. In the same way the reflected intensity echoes also decreases as the distance to the object surface increases. This decrease which mainly follows an inverse square law, is also due to the absorption of the sound energy by air and by the reflecting surface. However, considering an homogeneous environment and considering constant the frequency of the acoustic wave, it is possible to determine approximated equations relating the orientation angle with measured values of the echoes waveforms and distance. For this purpose statistical analysis has been followed to account for the noise and other spurious effects.

5. Software considerations

The support software of the overall distributed system is described by the diagram of Fig. 7. In a simplified way the following functional layers can be outlined:

- A Data link which implements a subset of the synchronous data link control protocol (SLDC);
- A Transaction layer which defines a message format that assures the transparency in the exchange of information between the master and slave tasks;
- A Cell application support layer which implements several procedures to
allow the interaction of the cell actions distributed throughout the cell subsystems;

- An Application layer which corresponds to the user applications.

The first two layers follow the high-speed serial (BitBus) specifications. The cell application support layer aims at performing the interface between the user programmes and the distributed cell resources. From the user point of view this layer appears as a set of procedures which allow him to know the state of the cell and to initiate remote cell actions transparently (without knowledge of the physical configuration of the cell). For that purpose, the procedures use a data base with information about either the physical configuration of the cell or the dynamic cell status information. The set of available commands assume diverse levels of complexity such as: a simple examination of the state of an ON/OFF sensor, a command to trigger a MOVE operation by the Puma robot, but executed under sensorial feedback. The information to be supplied by the user is of the following type:

- Name (Name of the sensor or actuator);
- Type (sensor or actuator);
- Node address (Physical address of the processing slave station);
- Is an extension (yes/no)?;
- Number of the task;
- Type of the frame reference (Dynamic or static);
- Frame relating to (Name);
- Numerical components of the frame.

The connections to the manipulator controller are assured by two software modules which reside in different slave units, as shown in Fig. 1. The supervisory communications which use the digital data communications message protocol (DDCMP) are assured by the DDCMP Interface Unit [17] while the real-time path control communications are controlled by the Local Supervisor [18] (see Fig. 1). Both of the software modules which implement these communications protocols belong to the Cell Application Support Layer of the hierarchical model of the robotic system.
6. Conclusions

A distributed system has been described which aims to support the sensorial integration in a robotic environment. A high-speed serial network architecture was chosen exploiting its features of low cost, easy implementation and good performance on short message transfers. The integration of several types of sensors around the manipulator allows the estimation of a multi-level world model and thus enables the implementation of sophisticated assembly tasks. Work is under way on the use of ultrasonic sensors in path control, with the use of a wrist sensor to investigate motion on contact and with the use of optical proximity sensors on the gripper to act in grasping operations.
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