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Gonçalo S. Martins, Lúıs Santos, and Jorge Dias

Institute for Systems and Robotics, University of Coimbra
3030-790, Coimbra, Portugal

{gmartins,luis,jorge}@isr.uc.pt

http://ap.isr.uc.pt/

Abstract. In recent years, an increased life expectancy and decreased
birth rate have contributed to the phenomenon known as population ag-
ing, resulting simultaneously in an increased number of elderly people
and in a decreasing number of young caretakers.
In this work, we will introduce the GrowMeUp research project. This
project aims to build a scientific and technological solution able to assist
the elderly at home, delaying the need for specialized full-time care. Its
success will rely on, amongst other key innovations, a highly adaptable
services paradigm, within which we briefly discuss the importance of ac-
tion recognition as key context information.
The system will create a model of its user and will adapt its interaction
accordingly. The knowledge of such model is updated from the robot-
human interaction, through the observation of the elderly person’s rou-
tine and also by sharing information with other robots that are connected
to a cloud of knowledge.
We will discuss the motivation and context surrounding the project, the
underlying software and hardware architecture, its scientific goals, its
implementation strategy and how Action Recognition, which will be the
focus of a significant part of future work, will be used in the context of
the project.

Keywords: Adaptable Services, Assisted Living, Action Recognition,
Cloud Computing, Research Project

1 Introduction

Population aging, i.e. the tendency of the overall age of a population to grow,
resulting in a larger number of senior citizens, is a well-documented phenomenon
prevalent in most, if not all, developed countries [3].

This phenomenon has been fueled by several causes. First of all, advances in
medical technology allow for the early diagnosis and effective treatment of dis-
eases, to the point where it is now possible to live an almost normal life carrying

This work was developed in the context of the GrowMeUp project, funded by the Eu-
ropean Union’s Horizon 2020 Research and Innovation Programme - Societal Chal-
lenge 1 (DG CONNECT/H) under grant agreement No 643647.
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very serious diseases [15]. Ailments that were previously almost certainly fatal
have today a very significant chance of cure, given an early diagnosis. The evo-
lution, refinement and widespread use of hygienic techniques has also resulted in
a reduction of the impact of infectious diseases [21]. In extreme cases, it is pos-
sible to contain and treat patients suffering from extremely contagious diseases
without further spread of the pathogen [9].

These advances have led to our current never-before-seen life expectancy,
stretching to around 80 years [18], making it possible to live longer, healthier
lives with higher quality standards. Today’s elderly citizens have the best, most
effective medical techniques, procedures and chemicals ever developed working
in tandem to improve and maintain their health.

Life expectancy itself, however, is not solely responsible for the generalized
aging phenomenon; an equivalent increase in birth rates would probably be
able to maintain a balanced age distribution among the population, but despite
the recent unyielding growth of life expectancy, birth rates have been declining
severely [13], most noticeably in the latest years. The combination of these fac-
tors leads to a growing deviation in population age distribution, resulting in the
gradual worsening of the population aging phenomenon.

Senior citizens suffer from a myriad of specific problems, such as illnesses
exclusive to – or more prevalent on – old age. But the challenges faced by this
section of society stretch beyond those of physical health. Social deprivation,
either due to the death of the members of their social circles, gradual loss of con-
tact, geographical isolation, and others, is a particularly prevalent issue, leading
to feelings of loneliness and depression.

As a person ages, and their physical and psychological capabilities diminish,
the need for constant monitoring of the person tends to increase. In most cases,
the person must be moved from their preferred environment in order to ensure
their safety and comfort. This leads to the loss of the person’s independence, since
they must either move in with a family member or into a caretaking institution.

These issues threaten the person’s mental stability, self-image and general
quality of life, and are some of the issues tackled within this project.

Given how technology is now an inherent part of human life and indissociable
from our daily routines, a technological solution to these problems would be
most welcome; this is the main goal of the GrowMeUp research project. In the
context of this project, we are interested in applying and further developing
Human Behavior Analysis techniques, such as Action Recognition and Emotion
Recognition, striving for a technological solution for the problems faced by the
older portion of the population.

The GrowMeUp solution will be embodied in a previously-developed robotic
platform [2] designed specifically for usage with elderly people, striking a balance
between functionality, aesthetics and cost. This platform will be the main en-
abling technology behind the project, and the target of most of the development
that will take place therein.

The project aims to advance the state-of-the-art in Social Robotics, and to
build a system able to provide assistance and companionship to elderly people,
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and also assurance to their family members and caretakers. This system will
allow the elderly person to live for longer in their own environment without losing
contact with their social circles, staying socially active either via teleconference
or through the social facilities provided by the robot itself. Additionally, the
behavior analysis components of the system will allow it to detect and report
any emergencies, to respond to the person’s non-verbal cues and commands, and
to provide the level of monitoring needed. The system will provide support and
encouragement as the person deals with daily life.

The system will be modular by design and will evolve with usage, progres-
sively adapting to its user’s needs. A cloud infrastructure will provide for con-
stant communication between the several platforms deployed at a given time,
which will share data amongst themselves with the goal of augmenting and im-
proving the services the each are able to render. The robot will be deployed as
an “infant” and will “grow” as time goes on. As the user’s capabilities diminish,
the robot’s abilities and knowledge will improve, enabling it to provide a wider
range of personalized services.

GrowMeUp is neither the first effort in this area, nor the first solution aimed
at providing better living conditions for the elderly. Projects such as Companion-
Able [4], ASTRO [5], Accompany [26], MobiServ [17], SRS [20], among others,
have acknowledged the issue at hand, and have each contributed their own so-
lution, or part thereof.

Despite their usefulness and innovative value, these generally revolve around
the provision of physical services, such as monitoring and physically helping the
person perform a particular task. Alternatively, the GrowMeUp project will focus
on the social aspect of the senior citizen’s daily life, providing encouragement,
guidance and support instead of physical help.

Other projects, such as GiraffPlus [8] and VictoryaHome, have created inte-
grated AAL solutions where a network of sensors is deployed to monitor the user,
and where a telepresence robot is used to enable the user to communicate with
their social circles. These previous works are of the utmost relevance, and will be
taken into account in the development of our own system. Our solution differs
from these previous works in mainly two points: firstly, our solution intends to
create a robot that is not only capable of telepresence, but that itself becomes
a member of the person’s social circle; secondly, our goal is not only to develop
a solution, but to develop one that evolves and adapts to its user’s needs, as we
will see in the following sections.

The GrowMeUp project aims to innovate in five key areas: behavior under-
standing using context analysis; intelligent dialogue management; decision mak-
ing and learning using contextual information; ICT-based services for assisted
living and service robots; usage of a cloud-based knowledge base for increased
reliability and performance in service robotics.

In the following sections, we will discuss the scientific background that sus-
tains the GrowMeUp project, as well as its main goals, techniques and challenges.



4 G.S. Martins, L. Santos and J. Dias

Processing

Local Knowledge 
Base

Processing Functions
(e.g. Behavior Analysis, Dialogue Management)

R
o
b
o
t

Hardware

Built-In 
Functions

Hardware 
Abstraction 

Layer
I/O Devices

External 
Sensor 
Network

Fig. 1. A simplified pictorial representation of the robotic system.

2 The GrowMeUp Solution

2.1 A Learning Robot

As the aging process progresses, it is predictable that any given person will start,
sooner or later, showing signs of light physical and cognitive difficulties. These
gradually increasing difficulties give rise to changes in the needs and behavior
of elderly people. As their problems progress, the support that the persons are
given has to evolve as well.

This is currently achieved by caregivers as part of routine interaction with
the patients. By informal conversation, such as asking how they have been, and
by observation, for instance by checking if all the medication has been taken
according to prescription, caregivers assess the current condition of the person,
and adapt their actions accordingly.

The GrowMeUp approach will aspire to alleviate the burden of these care-
givers by providing a technological solution that can monitor and interact with
the elderly person at any time. Like the caregivers, who learn about the per-
son’s condition through interaction and observation, so will the robot be able to
interact and observe the person, learning and adapting as they change.

Once developed, the system will be deployed with little knowledge of its user
and environment. As time progresses, the robot will interact with its user both
actively, for instance by asking questions, and passively, by observing, gaining
knowledge with each interaction. The robot will observe its user, analyzing their
motion and emotional cues, and will ask questions such as “What are you doing?”
or “Have you taken your medication?” when pertinent. Through this interaction,
and through information entered by care professionals by other means, the robot
will build a profile of its user that it will take into account when making decisions.
Each interaction with the user has the potential to provide information that the
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robot can use to refine its knowledge of the user, thus causing it to learn and
evolve as it interacts.

This intended functionality will mainly be supported by three scientific fields:
Behavior Analysis, Dialogue Management and Machine Learning.

Behavior Analysis is a very active field of research, with a substantial amount
of recent work, and focuses mainly on the extraction of useful information from
the behavior of people or other entities. This field deals with problems such as the
recognition of actions present in sensor data, or the analysis and measurement of
the characteristics of social interaction [19]. The application of behavior analysis
techniques in this context will constitute one of the greater scientific challenges
of the project, as we will see in Section 3.

Machine Learning acts as the supporting framework of many action recog-
nition techniques, and is also one of the basic concepts of the field of Artificial
Intelligence. In the context of the project, Machine Learning techniques will be
used to enable our solution to incorporate new data as it is received and analyzed
into the several models it will maintain, be it models of the person’s behavior,
of their routine, of the environment the robot is embedded in, of the person’s
favorite objects, etc. These techniques will be at the heart of the solution.

The robot is also expected to be able to conduct itself in a perceivably intelli-
gent conversation, namely for acquiring data on its user. For instance, the robot
may know the person’s medical prescriptions, and should be able to verbally
query the user as to its fulfillment, e.g. by asking “Have you taken you heart pill
today?” and analyzing the answer. The analysis of the answer will go beyond
the recognition of the words employed; the robot should be able to “suspect”
the person by correlating the data gathered by the speech recognition system
with the person’s remaining status, such as emotional condition and non-verbal
cues. In this aspect, the project will develop a new hierarchical and agent-based
dialogue management paradigm, exploiting the behavior understanding models
and contextual information used by the robot, as well as previous interactions
with the user, to further support and enrich the dialogue. This issue has been
the focus of a significant research effort throughout the years, and some solu-
tions exist already, namely those based on Finite-State Machines [14] or, more
recently, Hierarchical Task Networks [28].

By combining, and improving on, the knowledge from these fields, we will
develop, implement and demonstrate the system summarily described in Fig. 1.
This system will be composed, essentially, of a robotic platform, described in
Section 2.4, and a software system that will incorporate a local knowledge base,
a set of services implemented in a Service-Oriented Architecture [24], and a cloud
infrastructure; the latter will be described in the following sections.

2.2 Service Adaptability and Context Awareness

The functionality provided by the GrowMeUp solution will be based on the
concept of service. A service, in the context of the GrowMeUp architecture, is a
set of instructions related to the fulfillment of a given expectation. For example,
the “fall prevention” service would include instructions for the robot to stay
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Fig. 2. A simplified pictorial representation of the various sources of data, and how
it flows through the system. Data is received from both the environment and from
the cloud, which is then used to refine the robot’s model of its environment and user.
Interaction with the user is also an important source of information.

vigilant of how the person is walking, if they are doing so with visible difficulty,
and to be highly alert for signs of falling, so that it can then call for help. The
services will be encoded in XML1, so that they are both human- and machine-
readable.

Context analysis will be one of the system’s main features, and the target of
a significant portion of our future research effort. Specifically, the system should
be able to adapt its services based on the context that surrounds it.

To achieve this goal, new context-aware behavior models will be developed
within the project. These models will take into account all the contextual in-
formation deemed relevant, which will include both physical and logical infor-
mation, with physical information being that which concerns solely the physical
world, such as the current temperature, the robot’s localization and the objects
that surround it, and logical information being that which concerns the user’s
status, such as their emotional status, current ailments and possible motivations,
as briefly summarized in Fig. 2.

To further extend the functionality of the robot, we will make use of a lo-
calization technology, such as the iBeacon technology, to enrich the contextual
information available to the robot. Beacons will be placed on certain objects,
which will then be of particular interest to the robot. These beacons can then

1 Extensible Markup Language, a widely-used format for the storage of data in both
human- and machine-readable format. More information can be fount at https:

//en.wikipedia.org/wiki/XML.
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Fig. 3. A simplified pictorial representation of the GrowMeUp architecture, and of the
way processing power and data are distributed through the system.

be used, for example, for the robot to know the location of some of the user’s
belongings, enabling it to remind the person of where they are.

The development of these models, from the specification of the characteristics
of the environment that are indeed relevant, to their actual implementation
and demonstration, will also pose a significant challenge, and will be the focus
of a significant portion of the scientific work performed within the project, as
illustrated in Section 3.

2.3 Information Sharing Using a Cloud Infrastructure

As mentioned before, we plan to deploy the robot into to the user’s home with
little to no previous knowledge. As the robot interacts with its user, it “grows”,
learning about its user and its environment. This paradigm is inspired by the
way a human child learns during its very first years of life, knowing very little
when taken home for the first time, and then learning by interacting with adults
and other children.
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Fig. 4. A simplified functional diagram of the full GrowMeUp solution, and of the
many communication channels that exist throughout the system.

The interaction with other children is of particular inspiration for the cloud
component of the system. While the robots’ amount of knowledge on deployment
is relatively small, the robots will be connected to each other through a cloud
infrastructure, sharing knowledge and potentially growing together.

As robots gather knowledge on their users and environment, they will build
a local, private knowledge base, of which a copy will be kept on the cloud.
They will also assist in the creation of a public knowledge base, containing
information that can then be used by other robots, deployed in the same or in
other environments, to enrich their own knowledge and to assist them in the
fulfillment of their duties. This public knowledge base will serve as a repository
of knowledge that is public only in the sense that it is freely accessible by other
robots; access to this data will be strictly controlled, and will naturally not be
available to the general public.

As pictured in Fig. 3, the cloud will feature functionality beyond that of
holding data for future access and use. Since the robots are only equipped with
consumer-grade computational power, the cloud will also provide processing
power for heavy tasks that with lighter time constraints.

Furthermore the cloud infrastructure will allow multiple robots to access
information, enabling each robot to gain information from the experience of its
peers, as pictured in 4. Once prompted for services, the robot will be able to
leverage the knowledge contained in the cloud, and reason upon it. For instance,
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(a) (b)

Fig. 5. A pair of pictures of the robot’s current external appearance.

the robot may be prompted for a recipe for pancakes on the first day of its stay
with a user. At this point, the robot does not know what pancakes are, and
queries the public knowledge base to gather additional information. If the recipe
exists in the public knowledge base, the robot will receive it and present it to
the user. The information the robot receives from the cloud can also be used as
part of the reasoning process. If a robot that has been living with its user for a
longer time receives the same request, it will consider the user’s dietary needs
and restrictions before presenting, and may even present healthier alternatives,
if apposite.

This network of robots will also boost the users’ social interaction by allowing
them to explicitly interact with each other, via teleconferencing or by promoting
face-to-face interaction.

Finally, the cloud infrastructure, by providing a means for the robots col-
lect data on their users and their users’ social circles, will enable the robots to
make informed decisions, namely when it comes to classifying the user’s current
activity, an issue that will be further explored in Section 3.
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2.4 Implementation and Testing

The robotic platform that will be used for development, pictured in Fig. 5, was
designed during the Social Robot2 project in a cooperative effort composed of
both academic and industrial partners. The platform is described in more detail
in [2].

This platform was designed with the intent of striking a balance between
three extremely important factors: functionality, aesthetics and cost.

The robot is divided into two main parts: the top and bottom sections. The
bottom section houses the drive system, power supply, processing unit and nav-
igational sensors, including a laser range finder and sonar sensors. The drive
system is composed of four wheels: two powered, differential drive wheels at the
front, and two un-powered, omni-directional at the back.

The top section contains the user-interface components, such as a 10-inch
touchscreen, an LED-based avatar, two RGB cameras and a depth sensor (Asus
Xtion Pro Live and Microsoft LifeCam Studio). Aside from the powered wheels,
the robot contains no actuators, a design decision that reflects the project’s focus
on social interaction.

The robot’s shape and outer shell were designed with aesthetics in mind. The
robot’s relatively short stature (125cm) makes it a socially-recognizable presence,
but still a peaceful, non-imposing one.

Lastly, cost-effectiveness was also an important factor in the robot’s design.
The robot’s systems are mostly comprised of consumer-grade components, ex-
cept where these would hinder the robot’s ability to perform as intended, thus
achieving a cost-effective design. Despite this, the robot itself is expected to suf-
fer improvements and enhancements throughout the duration of the project, as
it is prepared for interaction with the end user.

Software will be developed following Software Engineering good practices
and, as such, unit tests will be thoroughly performed for each module that is
developed, and the system will be tested in a laboratory setting. Furthermore,
towards the end of the project, pilot tests will be carried out, during which the
robot will be tested in a real-world scenario, interacting with real people and
environments.

The pilot tests are one of the most important steps of the project, and rep-
resent a significant portion of the total workload. Two main trials will be con-
ducted, so that the information gathered from the first trial can be used to
improve the system, which will then be finally validated on the second trial.

Trials will be conducted in two locations, under the supervision of two spe-
cialized organizations. Both organizations are experienced in caring for elderly
citizens, and also in participating in scientific projects, namely for the testing
of innovative technologies. Users will be trained and familiarized with the sys-
tem beforehand, in an attempt to maximize the value of the data that will be
extracted from these trials.

2 More information can be found at http://ap.isr.uc.pt/?w=project_

information&ID=55.
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These pilot tests will give rise to numerous ethical questions, such as how
datasets may be published and stored. These issues, while not yet solved, are the
focus of a part of the project, and all efforts will be made to protect the privacy
and rights of the persons involved in these trials.

3 Context-Supported Action Recognition Within the
GrowMeUp Solution

As stated before, much of the robot’s intended functionality is supported by the
ability to understand the actions the user is taking. As such, the analysis of the
user’s behavior will constitute one of the project’s main scientific goals, as well
as of the authors of this work. Essentially, we will need to be able to answer the
question “What is the user doing?”

The answer to the question lies in the field of Action Recognition, which will
be the focus of a significant part of our future work. It consists of recognizing
the actions taken by people in sets of data gathered by sensors, a recognition
that can be performed through multiple mathematical mechanisms, namely by
using Machine Learning techniques or Bayesian Inference [25].

The problem of automatically recognizing actions taken by humans has been
thoroughly studied, and there already exist a few comprehensive surveys on this
field of research [16] [1], some focusing on slightly different sub-fields, such as
the recognition of full-body motion, the recognition of hand gestures[6][22], the
recognition of actions captured by multiple cameras [10] or the recognition of
actions captured solely by depth data [30]. A brief look into these surveys hints
us towards the already vast amount of work performed on this area. We can also
observe that, as time went on, researchers have flocked to this field, resulting
in a great number of recent publications. As can be observed in the mentioned
surveys, some works have achieved very low error rates on many datasets, a clear
indication of the field’s maturity.

We are particularly interested in multimodal action recognition, i.e. the recog-
nition of actions existent in data extracted from a heterogeneous array of sensors,
such as the combination of a camera and a microphone, or of a camera and a
depth sensor. The work in this area is less abundant, and a large portion of
it is dedicated to the analysis of data gathered from affordable sensors such as
the Microsoft Kinect [29][27]. However, some other examples can be found. For
instance, in [7], the authors present a multimodal technique based on the fu-
sion of two sensory inputs: depth images and inertial data, namely acceleration
measurements taken using six accelerometers.

In their daily livelihood, the user is likely to interact with other people. Thus,
we are interested in being able to identify, even if at a relatively simple level,
the nature of the interaction taking place between the user and a third person.
There is previous work on this matter [11][23][12], and we intend to develop this
idea and integrate it into the project.

The identification of the nature of the user’s interaction with other people,
or with objects, will allow us to better classify the action that is being taken.
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This information will be used in tandem with information gathered from other
sources, such as the user and robot’s current location, the user’s current emo-
tional and health status, and the localization of nearby objects of interest. This
will constitute the current context of the action that is taking place, which will
be an important part of the classification process, mainly by modulating the
way the system distributes its confidence. For instance, if the action “cooking”
is being detected, but the robot knows, through the data that is stored in its
knowledge base, that the person is bed-ridden, then there is cause for doubting
the result that we have obtained.

Additionally, recognizing and analyzing its current context will allow the
robot to adapt the services it provides to the user in order to better suit them to
the current situation. Parameters such as the user’s current emotional and health
status, the proximity to certain objects of interest, information contained in the
cloud infrastructure, as well as others yet undefined, will provide the necessary
contextual information for the robot to better analyze the user’s expectation,
and to better fulfill it.

The applicability of this adaptability can fit many and varied use cases. For
instance, we can take into account the emotional status of the user. If a person
that is calm and performing a routine action – such as cooking – asks for help,
the robot may offer to present a new recipe, or to call a friend of the person
to better explain the procedure needed to cook the dish at hand. However, if a
person in distress asks for help, perhaps even using the same words as before, it
is up to the robot to discern that the person is in an altered, perhaps endangered
state, and that they may need medical help.

4 Conclusions

In this paper, we have presented the GrowMeUp research project, its main sci-
entific challenges and goals, and its general vision and ambitions.

The project aims to develop a social service robot capable of interacting
with its user, and of learning from that interaction, adapting its functionality
as it “grows” and studies its user. The GrowMeUp solution will include a cloud
infrastructure, that will enable the robots to share data amongst themselves,
and to learn from each other’s experiences. The ethical issues that plague this
functionality will also receive attention from the project, and all measures will
be taken to respect the privacy of the users.

Action recognition and context-aware models will be developed using Bayesian
approaches, which will allow for models to be easily updated with new data.
Variable spaces will relate routines, objects, emotions, recognized actions in a
probabilistic graphical model that will be used to create adaptable user profiles.
Services will use this data as input arguments to suit specific needs of the users.

We have also presented our views on the relevance of action recognition tech-
niques within the confines of the project, namely on the analysis of contextual
information, including the current action being taken by the user, in order to
enhance and modulate the services provided by the robot. These views and the
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topics therein will constitute the main theme of our future work, which will
mainly be directed at developing a context-aware action recognition framework
that can provide useful information to support the system’s intended adaptabil-
ity.
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21. Didier Pittet, Stéphane Hugonnet, Stephan Harbarth, Philippe Mourouga, Valérie
Sauvan, Sylvie Touveneau, Thomas V. Perneger, et al. Effectiveness of a
hospital-wide programme to improve compliance with hand hygiene. The Lancet,
356(9238):1307–1312, 2000.

22. Siddharth S Rautaray and Anupam Agrawal. Vision based hand gesture recog-
nition for human computer interaction: a survey. Artificial Intelligence Review,
43(1):1–54, 2015.

23. Kamrad Khoshhal Roudposhti. Probabilistic-based Human Behaviour Analysis us-
ing Hierarchical Framework. PhD thesis, University of Coimbra, Portugal, 2014.
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