Fostering Cooperation among
Intelligent Machines

State of the Art

Rui Rocha

ISR — Universidade de Coimbra
Pélo 11, Pinhal de Marrocos
3030-290 Coimbra, PORTUGAL

E-mail: rprocha@jisr.uc.pt

Technical Report, September 2002

Copyright (©) 2002 Rui Rocha, ISR Coimbra



Copyright (© 2002 Rui Rocha, ISR Coimbra



Contents

List of Figures

List of Tables

1

2

5

Introduction

The essence of cooperation

2.1 The emergence of cooperation . . . . .. ... ... .....
2.1.1 The prisoner’s dilemma . . . . . . .. ... ... ...
2.2 Examples of cooperation in the animal kingdom . . . . . . .

Taxonomies of cooperative systems

3.1 Multi-agent systems taxonomies from Artificial Intelligence . .
3.2 Swarm vs. explicit cooperation . . . . ... ... ...
3.2.1 Artificial Intelligence teamwork models . . . . . . . .
3.2.2 Negotiation . . . . ... ... oo
3.3 Application domains of cooperative systems . . . . . .. ..
3.4 Taxonomy of group architectures . . . .. .. ... .. ...
3.4.1 Centralization vs. decentralization . . ... ... ..
3.4.2 Differentiation . . . . . . ... ... 0L
3.4.3 Communication structures . . . . . . ... ... ...
3.4.4 Awareness and modeling of other agents . . . . . ..

Cooperative multi-robot systems architectures

4.1 Some representative swarm-based case studies . . . . . . ..
4.2 Some representative explicit cooperation case studies . . . .
4.2.1 Sense-plan-act based approaches . . . . . . . ... ..
4.2.2 Behavior-based approaches . . . . . .. ... ... ..

Conclusion and discussion

Bibliography

ii

iii

10
12

17
23
27
30
35
37
39
39
41
43
48

51
25
60
60
66

71

75



List of Figures

1.1

3.1
3.2
3.3

3.4

4.1
4.2

4.3
4.4
4.5

4.6
4.7
4.8
4.9

Tradeoff between reliability and complexity. . . . . . .. . .. 3
Taxonomy of multi-robot systems by locchi et al. (2001). . . . 22
Cooperation typology from Artificial Intelligence. . . . . . . . 23
Functional model of a teamwork structure for periodic team

synchronization domains. . . . . . . . .. ... L. 36
Computation of hierarchical social entropy for three societies. 44

The sense-plan-act paradigm. . . . . . . .. . ... ... ... 52
Classical Artificial Intelligence vs. behavior-based decomposi-

tlon. . . . . 53
The subsumption architecture. . . . . . . . . .. .. ... ... 54
(Classes of behavior coordination mechanisms. . . . . . .. .. 55
Some of the robots used to validate the group behavior method-

ology proposed by Matari¢ (1994).. . . . . . . ... ... ... 58
Zones for the computation of maintain-formation motor-schema. 59
Four robots moving in formation, while avoiding obstacles. . . 59
Attachment site geometries for different formations. . . . . . . 60
The ALLIANCE architecture. . . . . . . .. ... ... .... 70

11



List of Tables

2.1 Payoff matrix of the prisoner’s dilemma game. . . . . . . . .. 11

3.1 Taxonomy of multi-robot systems by Dudek et al. (2002).. . . 21

111



Chapter 1

Introduction

One of the key driving forces in the development of mobile robotic systems is
their potential for reducing the need for human presence in dangerous appli-
cations, in which human casualties are possible or even likely. Examples of
such applications are: the cleanup of toxic waste, nuclear power plant decom-
missioning, planetary exploration, fire fighting, search and rescue missions,
security, surveillance, etc. In these applications, it is desirable to reduce the
risk to humans through the use of autonomous technology. In manufactur-
ing applications, although being less risky, the use of autonomous technology
may increase the work efficiency, due to the highly repetitive and monotonous
nature of the inherent tasks.

One possible solution to create such autonomous systems is to try to
build single agent solutions (!). This agent would have all the capabilities
necessary to accomplish the specified mission on its own. This solution may
be feasible for small-scale applications, however it is impossible or disad-
vantageous for the real world applications referred above. Usually, solutions
to those applications employ the use of multiple human workers cooperating
and complementing each other [Par94]. Some tasks, which are typified by the
high potential for damage to individual collective elements, seem to be ideally
suited to multi-robot systems, and thus it is the expendability of collective
elements that is identified as the major reason for proposing robot collectives
for the task [DJMO02]. For some specific robotic tasks, such as exploring an
unknown planet [AB98b], pushing objects [Par94, MNS95, RDJ95], or clean-
ing up toxic waste [Par98|, it has been suggested that, rather than sending
one very complex robot to perform the task, it would more effective to send
a number of smaller and simpler robots. Such a collection of autonomous

In such applications, agents are usually robots or robotic agents. We have chosen the
term agent in order to keep the text as much general as possible, because these issues are
not restricted to multi-robot systems.
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agents is sometimes described as a swarm [JLB94], a colony [DMC96], or as
a collective [KZ94], or the robots may be said to exhibit cooperative behavior
[Par93].

There are some tasks that are more effectively performed by a single agent
solution, namely those that neither are spatially distributed nor require some
sort of synchronization [DJMO02]. However, this is not the most usual case
and there are several reasons why a multi-agent solution performs better than
a single agent solution [AB98a]:

e Space Distribution — many agents can be in many places at the same
time;

o Parallelism or Time Distribution — many agents can do many, perhaps
different, subtasks at the same time;

o Divide and Conquer — certain problems are well suited for decomposi-
tion and allocation among many agents;

o (Cost, Reliability and Robustness — often, each agent in a team can be
simpler than a more comprehensive single agent solution.

The latter reason means that, although some tasks do not require a multi-
agent solution, it is very difficult to realize a single agent system simultane-
ously complex and robust [Jun98], because there is usually a tradeoff be-
tween performance and reliability (Figure 1.1) (*). Multi-agent solutions
give greater flexibility in managing complexity by distribution of risk. For
example, instead of building a monolithic robot designed to have all the
sensing, perceptual and reasoning capabilities required for a particular task,
a multi-robot system is a more reliable solution. If there is an overlap in
the individual robot’s capabilities, then the system has a greater robust-
ness, because a failure of any particular robot will not necessarily mean the
failure of the whole system. Tasks that are traditionally multi-agent are typ-
ically parallelized and require small amounts of coordinating communication.
Between this extreme and the tasks that are more suited to single agent so-
lutions, there are tasks that could be performed faster or more reliably with
a collective rather than with a single agent (e.g. finding a particular object
in a finite region). Collectives of simple robots may be simpler in terms of
individual physical design than a larger and more complex robot. Thus, the
resulting system may be more economical, more scalable and less susceptible
to overall failure [DJMO02]. Multi-agent systems composed of situated, flez-
wble, autonomous and mobile agents, usually denoted as multi-robot systems

2Figure reproduced from [Jun98].
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Figure 1.1: Tradeoff between reliability and complexity.

or cooperative robotics, are especially important for assisting or substitut-
ing human teams. A multi-robot system cannot be simply regarded as a
generalization of the single robot case because the proposed solution need
to be more precisely characterized in terms of assumptions about the envi-
ronment and the internal system organization [INSO01]. Situated agents are
those that sense and act in a dynamic or uncertain environment. Flezible
agents are both reactive and deliberative: they are reactive when responding
to changes in the environment and deliberative when planning and acting
ahead of time. Autonomous agents can automatically perform useful tasks
without human intervention, even for long periods of time. Mobile agents
are able to transport themselves within the environment. There are some
other agents’ properties that may be present, such as being social and hav-
ing learning abilities.

Although such multi-agent solutions present many advantages over sin-
gle agent solutions, they also present some challenges when operating in
dynamic, uncertain and complex domains. The main research topics are:

e Teamwork — ensuring that the agents community acts in a coherent
manner even when unexpected events occur in uncertain environments,
such as: agents’ failures; new information becoming available making
current processing obsolete; unexpected requests being received that
motivate the abandon of previous requests without maintaining the
teamwork consistency; violation of inter-agent synchronization points

[Jen95].

o Multi-Agent Coordination — coordinating in order to achieve overall
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coherence and performance with distributed control, given that each
agent has only a partial view of the world and cannot make the best
decision alone; reactivity vs. deliberation is a central issue on coordi-
nation strategies.

o (Cooperative perception — understanding the world by fusing noisy ob-
servations from multiple robots to build a world model shared by the
team, which should be purposeful to the team overall task and as much
accurate and comprehensive as possible.

e (Cooperative planning — decomposing complex tasks in a partial ordered
set of subtasks, assigning subtasks to individual agents, conflict reso-
lution and re-planning in the presence of contingencies (e.g. arrival of
new tasks, failures or deadlocks).

e (Cooperative learning — cooperating in order to learn coordinated be-
havior and to adapt to uncertain and dynamic environments.

e Other orthogonal issues, such as: assessing utility of shared informa-
tion, i.e. what is task-relevant, what to share of individual world model,
when to share, how to resolve conflicting information, etc.; and quan-
titatively evaluating cooperation.

In [CFKO97], Cao et al. tried to summarize the research question regarding
attaining cooperation: Given some complex task, associated to a system
goal shared by all the agents, how to design cooperation mechanisms for the
multi-agent system, so as the individual agents exhibit coherent individual
behaviors that contribute for the efficient execution of the overall task in
a manner that increases the total utility of the system? By other words,
how to foster cooperation among the agents? This complex question can be
divided into several subsidiary questions: (1) How to identify the types of
mechanisms that need to be present within the agents to deliver desirable
cooperation? (2) What forms of cooperation are appropriate and in what
circumstances? (3) How should the agents act in a given social context to
benefit most from the potential of cooperative problem solving? (4) How to
predict what types of failures can occur in cooperation and in what conditions
will they happen?

This report refers a significant part of research work on cooperative multi-
agent systems and, particularly, multi-robot systems. It is structured in three
parts and it tries to be a self-contained text. The first part is concerned to
the essence of the cooperation concept and it is mainly devoted to biological
manifestations of cooperation in nature, namely in human societies and an-
imal species. This knowledge is relevant, because it has been an important
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source of inspiration on the design and implementation of human-made coop-
erative systems. The second part presents the most referenced taxonomies of
cooperative systems. These taxonomies try to map out the space of possible
designs for cooperative systems along different classification axes, which are
a valuable help to organize the background that is already available about
those systems. Moreover, taxonomies serve as design and implementation
guidelines for new cooperative systems. The third part makes use of the
taxonomies presented in the second part in order to cover a significant part
of cooperative systems architectures and frameworks already known in the
literature. The report ends with a short discussion about the state of the art
and future research work on cooperative systems.



Chapter 2

The essence of cooperation

For some problems, especially those that are intrinsically distributed and
complex, fostering cooperation among intelligent machines is driven by the
assumption that multi-agent solutions have advantages over single agent solu-
tions. Research on this issue has been mainly conducted by roboticists in the
context of multi-robot systems. However, besides knowledge about building
single robot systems, this research area is multi-disciplinary and integrates
a huge number of distinct fields, outside the Engineering Sciences, where it
bears inspiration to obtain a cooperative collective behavior upon engineering
the behavior of individuals. Thus, it integrates Engineering Sciences, Artifi-
cial Intelligence, Social Sciences (Organization Theory, Economics, Cognitive
Psychology) and Life Sciences (Theoretical Biology, Animal Ethology).

Distributed Artificial Intelligence, a sub-field of Artificial Intelligence
(AI), is particularly relevant for studying cooperation among intelligent ma-
chines, as it studies the problems related with constructing large, complex
and knowledge-rich systems. It advocates that such systems should be de-
composed into a number of autonomous agents that communicate and coop-
erate with one another within a decentralized control regime. These systems
are denoted as multi-agent systems (MAS) [SV00]. For the last two decades,
MAS scientists have developed extensive work, providing both principles for
constructing such complex systems, involving multiple agents, and mecha-
nisms of coordination of independent agents’ behaviors. Much of the research
on non-robotic MAS is relevant to robotic MAS, which are usually denoted
as multi-robot systems. The concept of agent plays a central role on these
systems. Although there is no generally accepted definition of agent in Al it
may be defined as an autonomous and intelligent entity (e.g. a robot) with
goals, actions and domain knowledge, situated in an environment. The way
it acts is often called its behavior.

Before the word cooperation can be applied to rule the behavior between
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intelligent agents and between them and humans, some thought about its
meaning must be given. Although its literal reading — simultaneous cooper-
ation — is quite general, the word has historically been used primarily to refer
to the joint behavior of humans, and sometimes animals. The specific mech-
anisms of cooperation we can find in the animal and human sphere depend
on behavioral tendencies that effect the willingness to cooperate [Jun98].

Robotics researchers often distinguish between two types of cooperation:
collective robotics and cooperative robotics [CFK97]. The former is often
denoted as swarm cooperation and the latter as explicit cooperation. They
are two different approaches to the same problem: how to obtain a desired
collective behavior upon engineering the behavior of individuals. The term
collective behavior denotes any behavior in a system having more than one
agent (e.g. a multi-agent system). Cooperative behavior is a subclass of
collective behavior that is characterized by cooperation.

Explicit definitions of cooperation in the robotics literature include [CFK97]:

e Joint collaborative behavior that is directed toward some goal in which
there is a common interest or reward;

e A form of interaction usually based on communication;

e Joining together for doing something that creates a beneficial result,
such as increasing the overall system performance.

These definitions emphasize three important dimensions of the coopera-
tive behavior, namely task, mechanism and performance. The task is directed
toward a goal shared by all the agents of the community, in which there is
a common reward or interest beneficial to all the agents. The mechanism
of cooperation, perhaps supported on some distributed control architecture
and some explicit communication, rules the interactions among the agents,
so that the actions of the individual agents are coherent with the system
goal and beneficial to the system as a whole (}). The performance of the
system, as a whole, is enhanced through the existence of cooperation, creat-
ing a beneficial result that is a reward for all the agents (e.g. reducing time
to complete a task, increasing resources utilization, reducing energy waste,
etc.). This means that cooperation renders a globally rewarding utility which
is greater than the sum of the individual utilities.

!This statement has an implicit distinction between the goals of an individual agent
and the system goal. Each agent may have its local goals and a system goal, common to
all the agents. In this context, a given agent may have to choose some actions that, not
representing a direct reward to its individual (local) goals, are required in order to benefit
the system as a whole and to achieve the system goal.
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A possible definition which encompasses all the three dimensions may be

[CFK97]:

“Given some task specified by a designer, a system exhibits cooper-
ative behavior if, due to some underlying mechanism (mechanism of
cooperation), there is an increase in the total utility of the system.”

A more precise definition of cooperation from the Artificial Intelligence
area is [DFJN97]:

“To cooperate is to act with another or others for a common purpose
and for common benefit.”

There are two primary ways to give an agent a purpose: the agent is
provided with a set of behaviors that are designed in such a way that the
agent pursues some implicit purpose (goal-oriented or purely behavior-based
control); alternatively, the agent is motivated by explicit goals and employs
decision-making processes (planning, negotiating, etc.) to direct its action
towards the achievement of those goals (goal-directed control). Sharing the
same purpose (implicit or explicit) is not a sufficient condition for agents
to achieve explicit or intended cooperation; they must intend also to act
together or to have a commitment to joint activity. This is only possible
with some goal-directed control because it is not possible without internal
state and purely goal-oriented control.

A common definition of Distributed Problem Solving (one of the areas
of Artificial Intelligence) is the cooperative solution of problems by a de-
centralized and loosely coupled collection of knowledge sources, located in
a number of distinct processor nodes [Smi80]. The knowledge sources co-
operate in the sense that no one of them has sufficient information to solve
the entire problem; mutual sharing of information is necessary to allow the
group, as a whole, to produce an answer; here decentralized means that both
control and data are logically and often geographically distributed and there
is neither global control nor global data; loosely coupled means that individ-
ual knowledge sources spend most of their time in computation rather than
communication.

2.1 The emergence of cooperation

The concept of cooperation is a human, and possibly animal, symbolic con-
cept whose meaning is intimately related to the behavioral and cultural ref-
erences to which it is grounded [Jun98]. For this reason, the specific mech-
anisms we find employed for cooperation in the animal and human sphere
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depend on behavioral tendencies that effect the willingness to cooperate. The
conditions under which organisms cooperate are complex and closely tied to
the ecology of individual genes. Although the design of cooperative human-
made systems are in a different context, knowing why organisms cooperate
can help to identify particular conditions under which those systems may
benefit from cooperation.

The most obvious question that arises when trying to understand why
biological organisms cooperate is why do they cooperate, knowing that Dar-
win’s natural selection theory implies that they behave in a completely selfish
manner to increase their own fitness. Although individuals are genetically
selfish, the main mistake of Darwin’s theory is the belief that they are nec-
essarily selfish. There are three main reasons that explain why cooperation
emerges in biological societies: pair bonding, kin selection and reciprocal al-
truism [Jun98]. The first two reasons have a genetic basis, whereas the latter
explains cooperation between unrelated individuals.

Sexual reproduction is an evolutionary advantage because it allows for
faster adaptation to changing environmental conditions. Behavioral mecha-
nisms are necessary to ensure that males and females mate and cooperate in
child rearing. Long-term pair bonding provides a willingness of males and fe-
males to cooperate to achieve a variety of tasks related to secure reproductive
opportunities and child rearing. Based on the application of Darwin’s the-
ory, the theory of kin selection is a selfish-gene approach that postulates that
individuals cooperate to varying degrees with kin because they have genes in
common. Reciprocal altruism is the process by which altruistic relationships
arise between unrelated individuals. A given altruistic relationship is an evo-
lutionary stable strategy if: (1) the cost of an altruistic act is low in relation
to the received benefit; (2) individuals are able to recognize each other as
individuals and to keep track of their history of previous dealings; (3) the
group is stable, giving the individuals the chance to encounter each other
repeatedly in situations that present opportunities for altruistic acts. Two
individuals can profit by forming a relationship based on reciprocal altruism
because it provides the opportunity to barter resources and information for
mutual benefit. Human societies encourage a basic level of altruism through
cultural controls over behavior, such as legal systems and social conventions.
If an individual fails to show this basic level of altruism, he will lose social
or legal status and hence resources. Moreover, this basic level of recipro-
cal altruism dictates how people expect other people to behave and is often
inherent in what is meant when they talk of cooperation. Obviously, it is
unlikely that human-made cooperative systems can cooperate by pair bond-
ing or kin selection, but they can benefit from displaying reciprocal altruism
toward each other, and toward humans.
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2.1.1 The prisoner’s dilemma

Political sciences’ researchers have already studied the emergence of coop-
eration using game theory models. The prisoner’s dilemma is a classic of
game theory, which has been used to study interactions based on reciprocal
altruism in different areas, such as political and social sciences, economy and
biology. The situation inherent to the prisoner’s dilemma occurs when selfish
individuals, pursuing their own interests, lead to a poor outcome for the col-
lective. In the prisoner’s dilemma game, there are two players that have two
different choices in each interaction: cooperate or defect. Each must make
the choice without knowing what the other will do. No matter what the
other does, defection yields a higher payoff than cooperation. The dilemma
is that if both defect, both do worse than if both had cooperated.

This game was used by Robert Axelrod, a political sciences researcher,
who tried to identify under what conditions cooperative behavior emerges in
a group of selfish individuals without a central authority, where pursuing self
interests does not imply the group welfare [Axe80a, Axe80b, Axe84]. Table
2.1 [Axe84| depicts the prisoner’s dilemma game he used to pursue his work.
One player chooses a row, either cooperating or defecting. The other player
simultaneously chooses a column, either cooperating or defecting. Together,
these two choices result in one of the four possible outcomes shown in the
matrix. If both players cooperate, both get the reward for mutual cooperation
(R = 3 points). If one player cooperates but the other defects, the defecting
player gets the temptation to defect, while the cooperating player gets the
sucker’s payoff (T = 5 points and S = 0 points, respectively). If both defect,
both get the punishment for mutual defection (P = 1 point). The four
parameters were chosen so as 7> R > P > S and R > (S +T)/2. These
conditions ensure that mutual cooperation gets a higher cumulative payoff
in consecutive interactions than alternating between exploiting and being
exploited (exploiting each other). An iterated prisoner’s dilemma game (IPD)
is a sequence of interactions, whose length is not known by the players. Each
player knows the complete history of previous interactions with the other
player, but it does not know the decision that will be chosen by the other
player in the current interaction.

Given that individuals have a sufficiently large chance to meet again, so
that they have a stake in their future interaction, Axelrod used IPD to ex-
plore the following general conditions for the evolution of cooperation: firstly,
cooperative strategies must have success on a given environment, so as they
can be adopted by the agents; secondly, these strategies must have success in
dynamic environments with learning capabilities (learning agents), so as they
can thrive and propagate in a population; thirdly, once cooperation is estab-
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Table 2.1: Payoff matrix of the prisoner’s dilemma game used by Axelrod
(1984): C=Cooperate; D=Defect; T=Temptation to defect; R=Reward for
mutual cooperation; P=Punishment for mutual defection; S=Sucker’s pay-

off.
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lished in a population on the basis of the reciprocity, it must protect itself
from invasion by less cooperative strategies. In [Axe84], the following experi-
ence is described. Fourteen game theory specialists from different areas, such
as mathematics, economy, psychology and sociology, were invited to partic-
ipate in an IPD tournament. Each player created a computer program to
participate in the tournament, which implemented a given strategy. All the
players knew that one of the participant strategies decided randomly in each
interaction. The 14 programs were confronted in a round-robin tournament,
including confronts of each program with itself. The duration of the interac-
tion was 200 iterations, but the participants did not know it at start. Along
each of the 200 iterations, each program summed a score accordingly with
Table 2.1. After all rounds, it was summed the overall score accumulated by
each program to determine the winner. It was submitted strategies of very
different nature, ranging from very simple to mathematically very complex.
The objective of all participants was to sum the maximum score, perhaps
cooperating most of the time and trying also to exploit the opponents with
occasional defections. Surprisingly, the winner was the simplest submitted
program: its name is tit for tat (TFT) and it was submitted by a Canadian
psychologist (Anatol Rapoport). TFT is a very simple strategy that always
cooperates in the first iteration. In the following iterations, it simply does
whatever the other player did on the previous iteration: if the opponent de-
fected in the previous iteration, TFT retaliates (defects); if, however, the
opponent cooperated in the previous iteration, showing good will or regret,
TFT cooperates as a way to establish a reciprocal cooperative relationship,
beneficial to both players. The main conclusions of the experience were: the
best strategies are nice, because they never are the first to defect; it would
be possible to create variants of some submitted strategies that would have
won against TFT. This last conclusion means that, probably, there is no a
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strategy that is always the best in a IPD, because the success of a given
strategy always depends on the nature of the other interacting strategies,
relying on a tradeoff between exploiting the good will of the opponents and
cooperating with them.

Because the results of this tournament were not completely conclusive, a
second tournament was conducted [Axe84]. The participants of this second
tournament were aware of the detailed analysis of the first tournament. They
were aware of the pitfalls of some strategies and also of some variants that
would have allowed to get better results or even to win TFT. Although
the number of participants grew a lot (62 participants against 14 in the
first tournament), TFT won again and it was again the simplest submitted
program. This surprising result leads to some conclusions about a successful
cooperative strategy: niceness, retaliation, forgiveness and clarity. Niceness
means that the strategy is never the first to defect. Retaliation means that
it retaliates immediately after its opponent has defected, showing that it
is willing to cooperate but not to be exploited. Forgiveness means that,
after retaliating, punishment is ended as soon as the opponent cooperates.
Clarity means a strategy that is easily identifiable and coherent, favoring the
establishment of a cooperation relationship based on reciprocal confidence.

In [Axe84], it is also described that, after this TFT success, an evolution-
ary study was conducted to study if it may thrive, propagate and resist to
invasions of less cooperative strategies. It was simulated several generations
of a tournament, so that more successful strategies were more likely to be sub-
mitted in the next generation, and the less successful entries were less likely
to be submitted again. The number of copies of a given entry in the next
generation was proportional to its score in the current generation. Again,
the results provided a victory for TF'T: by the one thousand generation it
was the most successful rule and it was still growing at a faster rate than any
other rule. It was also stated some propositions about stable strategies and
it was proven that TFT is an evolutionary stable strategy, which can thrive
and protect itself with a cluster of individuals who rely on reciprocity.

2.2 Examples of cooperation in the animal
kingdom

Cooperation between simple organisms on earth is almost as old as life on
earth itself. Biologists have long understood that bacteria live in colonies, but
only recently it has become evident that most bacteria communicate using
a number of sophisticated chemical signals and engage in altruistic behavior



The essence of cooperation 13

[Jun98|. They emit and react to chemicals in a genetically determined way
that associates chemical and elicited behavior. This can be considered an
interaction via the environment, as the chemical environment, immediately
surrounding each bacterium, acts as a communication channel for information
implicit in the emitted chemicals that must be sensed and reacted to. These
chemical signals only have meaning when interpreted in a behavioral context
and they are an explicit signaling and a consequence of the evolutionary
history of bacteria [JZ00]. The interaction distance is moderate compared
with the size of a bacterium, and the simultaneity (period between the signal
emission and reception) is determined by the speed of chemical propagation.
As the emitter generates a signal without interpreting it, the communication
does not preserve the signal meaning and the receiver interprets it iconically
(?). The resulting cooperative behavior emerges as a consequence of the
behavior policy genetically encoded in each individual. This mechanism of
cooperation is simple as there is no recognition of other individuals, neither
explicit communication.

Social insect societies have been thoroughly studied by biologists, espe-
cially ants, termites, bees and wasps [BG00]. For example, termites collec-
tively build huge nests and ant colonies plan shortest paths between their
nest and a food source, using a powerful signaling mechanism, which is also
a kind of interaction via the environment: the exuding of a pheromone — a
chemical substance — attracts other ants. When ants forage food sources,
they lay and follow trails of pheromone. The first ants returning to the nest
from the food source are those that have taken the shorter path in both direc-
tions. Because this route is the first to be doubly marked with pheromone,
the other ants are attracted to it and tend to follow the optimized route.
Path planning is an emergent characteristic of the ant colony not present at
the level of the individual. In this communication scheme, the interaction is
local because the receiver senses the pheromone at the location it was emit-
ted. As the signal persists in the environment for long periods, there may
be significant delay between emission and reception. This signaling mecha-
nism is likely to be explicit, and the interpretation is relatively simple. Since
both emitter and receiver can interpret the signal in the same way, the com-
munication preserves the meaning for the signals, being the crucial element
both agents sharing the same grounding for the signal, probably genetically
determined. This constitutes also iconic representation, which is grounded
directly in the environment for all individuals identically [JZ00]. Ants also

?Iconic representation is by physical similarity to what it represents. A chemical re-
ceptor on the bacteria’s surface triggers a chain of chemical events in a stereotypical way
that is an icon for the presence of the external chemical signal.
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extensively use cooperative mechanisms that involve explicit (intentional)
sensing of other individuals. Ants achieve the identification of castes of other
individuals using chemicals sensed with their antennae (they cannot identify
specific individuals). Although this interaction via sensing is a more sophis-
ticated interaction than broadcast style of interaction via environment, the
former is built upon the same mechanisms of the latter (chemical signals).
The interaction via sensing is built and layered upon interaction via environ-
ment. As ants, animals in general, which use more sophisticated schemes,
have also more basic schemes upon which the more sophisticated ones are
built. Scientists who study the behavior of social insects have found that
although the individual activities appear seamlessly integrated, without any
supervision, the group cooperation at colony level is largely self-organized.
The coordination simply arises from interactions among individuals. Al-
though these interactions might be simple (e.g. following the trail left by
another), together they can solve difficult problems (e.g. finding the short-
est route among countless possible paths to a food source) and emerge a
beneficial collective behavior, denoted as swarm intelligence [BGOO).

The wolves, social mammals of the canine family, are carnivores that usu-
ally hunt in packs, formed upon strict social hierarchies and mating systems.
They organize themselves, demarcating territories. Territory marking is done
through repeated urination on objects on the periphery and within territo-
ries. Wolves also communicate with pheromones excreted via glands near the
anus and the dorsal surface of the tail. As the chemical trails of antes, these
are also examples of schemes based on interaction via environment. Wolves
also interact via sensing when they hunt in packs: they cooperate by closely
observing the actions of each other and, in particular, the dominant male who
directs the hunt. Each wolf knows all the pack members and can identify
them individually, visually and by smell. Wolves can also interact via ezxplicit
commumnication, as they communicate explicitly with a particular individual
using a combination of specific postures and vocalizations [Jun98]. In this
case, the interaction distance is the visual or auditory range and the emission
and reception is effectively simultaneous. The signals may be implicit, in the
case of observing locomotive behavior, or more explicit in the case of postur-
ing, vocalizing and scent markings [JZ00]. These communicated signals have
the same meaning to both emitter and receiver because both have a shared
grounding that is learnt during development in a social environment similar
to both. As with ants, wolves’ communication exhibits meaning preserva-
tion for the signals, but with a significant difference: the shared grounding
that enables the uniform interpretation of some signals (e.g. postures and
vocalizations) is not wholly genetically determined. Instead, the grounding
is partially learnt during development in a social environment similar to both
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individuals that ensures a shared meaning.

Primates also use each of the three mechanisms referred above — inter-
action via environment, interaction via sensing and interaction via explicit
communication. The main difference between primates and other animals
is their sophistication in learning and representing the internal goals, plans
and actions of others, and their ability to construct cooperative plans jointly
and flexibly adapt and repair them in real time [Jun98]. A joint plan can
be defined as a sequence of actions, each enacted by a particular member of
the group. Each individual assesses the goals, actions and plans of others,
and adjusts its own goals, actions and plans to achieve a more coordinated
interaction where joint goals are satisfied. Non-human primates use exten-
sively the passive observation of others (interaction via sensing), via visual
and auditory cues interpreted as actions and intentions. The interaction is
simultaneous and occurs within visual or auditory range. The signaling is im-
plicit (side effect of the behavior) but the sophistication of its interpretation
is considerable [JZ00]. As with the wolves, the communication also exhibits
meaning preservation through a shared grounding. However, the groundings
are more complex, as is the development process required to attain them.

Humans own the heritage of our primate ancestors, using many types
of signaling for communication [JZ00]. Like primates, we make extensive
use of implicit communication, such as posturing and explicit gesturing (e.g.
pointing), but we also make extensive use of explicit communication, both
written and spoken, that is explicitly evolved or learnt. Posturing, gesturing
and speaking all involve simultaneous interaction. Human have developed
symbolical communication, which enables long-term interactions (e.g. writ-
ten language). It requires considerable sophistication in interpretation, but
we also use signals that are more easily interpreted, like laughing. Being
the shared groundings for human symbolic communication more complex,
our cultural language learning can be seen as an extension of the process
present in our non-human primate ancestors. Based on these communication
mechanisms, humans display a basic level of altruism and cooperate in many
and varied ways toward humans and sometimes animals, fostering symbolic
contracts with mates, kin, friends, organizations and societies, whereby we
exchange resources for mutual benefit. In some cases, we cooperate and pro-
vide resources with no immediate reward, except the promise that the other
party will honor the contract and will provide resources when we need them.

As a conclusion of the previous biologic examples, we may say that the
sophistication of cooperation increases as we go from bacteria cooperation to
primate and human cooperation, and this seems to have a high correlation
with the increase of the sophistication of the communication schemes. It is
likely that sophistication of cooperation scales with that of communication.
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In [Par94], it is referred a broad classification of animal societies, which
has particular interest for research in cooperative robotics, as it parallels two
possible approaches to cooperative systems development. Animal societies
can be grouped into two broad categories: those that differentiate and those
that integrate. Insect societies are an example of societies that differentiate
because they arise due to an innate differentiation of blood relatives that
creates a strict division of work and a system of social interactions among
members. Members are formed within the group according to the needs of
the society. The individual exists for the good of the society and is totally
dependent upon the society existence. A group can make accomplishments
that are not possible to achieve individually. On the other hand, societies
that integrate depend upon the formation of groups of individuals that are
independent animals to each other. Such groups do not consist of blood
relatives that stay together, but instead consist of individuals of the same
species that come together by integrating ways of behavior. These individuals
are driven by a selfish motivation that leads them to seek the group life,
because it is in their own best interests. Wolves that hunt in packs are an
example of this kind of cooperative societies. Another example is breeding
colonies of many species of birds, in which birds do not come together due to
any blood relationship, but instead they thrive the support provided by the
group. Rather than the individual existing for the good of the society, these
societies exist for the good of the individual.



Chapter 3

Taxonomies of cooperative
systems

A key difficulty in the design of cooperative systems, relying on a multi-agent
structure, is the size and complexity of the space of possible designs. Thus,
an understanding of the many possible system configurations is essential to
take principled design decisions [DJMW93, DJMW96, DJMO02]. It provides
for the succinct description of systems and results in the literature and it
maps out the space of possible designs for a collective, giving the researcher
guidance and perspective. This suggests that is useful to find a descriptive
taxonomy for describing and classifying cooperative systems along different
axes, like group architecture, communication and computational capabilities,
resource conflicts, origins of cooperation, learning, geometric problems, etc.

There have been a number of efforts to develop descriptive categories for
describing robot collectives. For example, in [YP92], Yuta and Premvuti
subdivided collectives based on the interactions of collective elements, i.e.
whether individual elements work towards a common objective or they work
independently towards their own objectives. In [ABN93], Arkin et al. ex-
amined different collectives dedicated to foraging activities (retrieval tasks)
along several dimensions, such as reactive vs. hierarchical planning and
no communication vs. state communication. This work was continued on
[BA94], where there was investigated the tradeoffs between no communica-
tion (implicit communication) and explicit communication, and in the latter
case, between state communication and goal communication, through simu-
lation experiments of three types of tasks: forage (look for things), consume
(look for things and then do work there removing it) and graze (consume
everything).

In [Bal02], Balch presented two highly focused taxonomies of multi-robot
systems, illustrated with practical examples of multi-robot tasks and rein-
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forcement learning configurations. The first is a features’ taxonomy of the
multi-robot task to be accomplished:

e Duration time — fixed, minimum, unlimited, or synchronized;

e Optimization Criteria — over finite period, average over all future, or
discount future performance geometrically;

o Subject of Action — movement /placement of objects or movement /placement
of robots;

e Resource Limits — limited external resources, minimum energy, compe-
tition for resources between team members, or competition with exter-
nal agencies;

e Group Movement — robots spread apart (coverage), robots converge,
movement to a position (configuring a formation), or movement while
maintaining a formation;

e Platform Dependencies — a single agent can perform task, multiple
agents are required, agents must be dispersed, can sense all relevant
features, world is partially observable and communication is required.

The second is a taxonomy of rewards, assuming a reinforcement learning
framework [Bal02]:

e Source of Reward — internal reward based on sensor values, reward
generated by external agent or combined internal and external reward;

e Relation to Performance — reward tied directly to performance or based
on intuition of state value;

e Time — immediate or delayed rewards;

e (Continuity — reward takes on discrete values or continuous values drawn
from an interval,

e Locality — individual agents receive unique rewards, all agents receive
identical reward signal, or combination of local and global.

In [Par00], Parker presented a survey of research areas in distributed mo-
bile robot systems, namely biological inspirations, communication, architec-
tures, task planning and control, localization, mapping and exploration, ob-
ject transport and manipulation, motion coordination, reconfigurable robots
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and learning. It was also identified open research issues and claimed that bi-
ological influences, as emulations of known biological systems on simple tasks
involving cooperation and/or competition, are well understood, whereas bio-
logical approaches to complex tasks, such as robot soccer and especially their
learning aspects, are still wide open.

In [CFK97], Cao et al. made an extensive survey or research in coopera-
tive robotics, presenting a comprehensive set of references. It was proposed
a taxonomy focused on problems and solutions, along five research axes:

e Group Architecture — it defines whether the control is centralized or
decentralized, whether robots are differentiated or not, communication
and interaction structures and modeling of other agents;

e Resource Conflicts — how members deal with resource conflicts when
there is a need to share space, physical resources (e.g. tools) or com-
munications media;

e Origin of Cooperation — how cooperation is motivated and achieved;

e Learning — how the collectives adapt to the task, using evolutionary
techniques, such as reinforcement learning, neural networks and genetic
algorithms;

e Geometric Problems — how robots interact with each other physically,
addressing issues such as path planning and keeping a formation.

As these research axes are highly interdependent and very broad, it is
difficult to identify isolated sample points within the taxonomy. Instead,
Dudek et al., in [DJMW93, DJMW96, DJM02], did not expand the axes of
comparison to include learning and the geometric structure of the problem,
and concentrated on defining a taxonomy within which different robot col-
lectives could be compared and contrasted. The taxonomy classifies robotic
collectives along seven axes, which address characteristics of the collective
as a whole, rather than the architectural characteristics of individual robots.
Dudek et al., in [DJMO02], illustrate its application on classifying some multi-
robot systems case studies, accordingly with the descriptive tags presented
on Table 3.1 (). The seven classification axes are:

e Size of the Collective — alone (one single robot), a pair of robots (the
simplest group), n multiple robots with n small relative to the size of
the task or environment, or an infinite (very large) number of robots;

ITable reproduced from [DJMO02].
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o Communication Range — robots cannot communicate directly, robots
can only communicate with other robots which are sufficiently nearby,
or robots can communicate with any other robot;

o Communication Topology — each robot communicate with all of the
other robots (broadcast), every robot communicate with any arbitrary
robot by name or address, robots are linked in a tree and may only
communicate through the hierarchy, or robots are linked in a general
graph different from a tree (eventually with redundant connections);

o Communication Bandwidth — sufficiently high that communication cost
and overhead can be ignored (infinite), communication costs of the
same order of magnitude of the cost of moving the robot between loca-
tions, communications much more costly than moving from one location
to another, or no possible communication (zero bandwidth);

e Collective Reconfigurability — fixed topology (static), coordinated rear-
rangement (e.g. formation control), or dynamic (members can arbi-
trarily change their roles);

e Processing Ability of each collective unit — non-linear summation unit
(basic element of a neural network), finite state automaton, push-down
automaton, or turing machine equivalent;

e Collective Composition — identical (homogeneous in both hardware and
behavior), homogeneous (same physical characteristics), or heteroge-
neous (units not physically uniform).

In [INSO1], Iocchi, Nardi and Salerno presented a multi-robot system tax-
onomy, using a top-down approach to refine the level of the system’s structure
representation. The taxonomy includes four different levels (Figure 3.1) (?):
cooperation level, knowledge level, coordination level and organization level.

The cooperation level is concerned with the ability of the system to co-
operate in order to accomplish a given global task. A multi-robot system
is considered a cooperative system if team members operate together in the
same environment and have a common goal to achieve. The knowledge level
characterizes how much knowledge (awareness) each robot has about the
presence of other robots in the environment. If robots are completely un-
aware, they perform their tasks as if they were the only robots within the
environment. Cooperation among unaware robotic agents is the weakest

2Figure reproduced from [INSO01].



Table 3.1: Taxonomy of multi-robot systems by Dudek et al. (2002).

Taxonomies of cooperative systems

Communication Topology
BAND-INF
BAND-MOTION

BAND-LOW
BAND-ZERO

Collective Reconfigurability
ARR-STATIC
ARR-COMM

ARR-DYN

Processing Ability
PROC-SUM
PROC-FSA
PROC-PDA
PROC-TME

Collective Composition
CMP-IDENT
CMP-HOM

CMP-HET

Description | Meaning
Size of the Collective
SIZE-ALONE | 1 robot.
SIZE-PAIR | 2 robots (the minimal collective).
SIZE-LIM | Multiple robots.
SIZE-INF | Infinite number of robots.
Communication Range
COM-NONE | No communication.
COM-NEAR | With robots nearby.
COM-INF | With any robot.

Infinite or not restrictive.
Communication costs as much as
moving the robot between locations.
Very high cost.

No communication.

Static arrangement.
Coordinated rearrangement.
Dynamic arrangement.

Non-linear summation unit.
Finite state automaton.
Push-down automaton.
Turing machine equivalent.

Identical.
Homogeneous.
Heterogeneous.
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‘ Cooperative

Cooperation Level

‘ ‘ Unaware
Aware 3
Reactive
Knowledge Level
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Strongly 2 ¢
Coordinated Coordln.ated Coordln_ated
Reactive Reactive
Coordination Level
- : Distributed
Strongly Centralized Weakly Centralized oM

Social Deliberative Social Deliberative

Social Deliberative

Organization Level

Figure 3.1: Taxonomy of multi-robot systems by locchi et al. (2001).

form of cooperation. The coordination level classifies the coordination mech-
anisms used by robotic agents to take into account the actions executed by
the other teammates, in such a way that the group operates in a coherent
and efficient manner. Coordination requires some awareness about others
and enables explicit cooperation and systems with no awareness are neces-
sarily not coordinated. However, coordination is not a sufficient condition
to achieve cooperation, e.g., robotic agents may coordinate to avoid interfer-
ence although they have different and independent goals. On the other hand,
for some simple space distributed and highly repetitive tasks, cooperation
may emerge in the absence of coordination mechanisms (e.g. foraging task).
These weakly coordinated multi-robot systems tend to be more robust to
failures (e.g. communication failures), but they lack of many organizational
capabilities offered by coordination protocols, which can minimize waste of
resources and interference. In general, the more the tasks or mission is com-
plex the more a strongly coordinated system is required to effectively achieve
the goal. The organization level characterizes the way the decision system is
organized, i.e. if it is centralized (strongly or weakly) or decentralized.

In [INSO1], Iocchi et al. mention two more taxonomic dimensions, which
are orthogonal to the previous ones, namely communication and system com-
position. The former has a strong influence on the coordination and organi-
zation levels (e.g. strongly coordinated systems necessarily require extensive
communication). The latter is concerned with the differentiation among the
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Multi-A gent Systems

Independent Cooperative

Discrete Emergent Communicative Non-communicative
Cooperation

Deliberative Negotiating

Figure 3.2: Cooperation typology from Artificial Intelligence.

robots, ranging from homogeneous to heterogeneous systems.

3.1 Multi-agent systems taxonomies from Ar-
tificial Intelligence

One of the cooperation typologies that Artificial Intelligence researchers usu-
ally consider is depicted in Figure 3.2 [DFJN97] (3). A multi-agent system
(MAS) is independent if each agent pursues its actions independently of the
others. A MAS is discrete if it is independent and if the actions of each agent
have no relation to other agents’ actions. Discrete systems do not exhibit
cooperation. However, agents can cooperate with no intention of doing so.
In this case, the agents appear to be working together although they simply
carry out their own individual behavior, rendering an emergent cooperative
behavior denoted as emergent cooperation. The complement of independent
systems is systems in which the agents include in their actions the explicit
intention for cooperating with other agents (cooperative systems). Such co-
operation can either be communicative or non-communicative. In the former
case, the agents communicate with each other, sending and receiving inten-
tionally signals, in order to cooperate. In the latter case, agents coordinate
their cooperative activity by each observing and reacting to the behavior of
the other. Communication in communicative cooperative systems can take
two forms: deliberative or negotiating. In deliberative systems, agents jointly
plan their actions so as to cooperate with each other through coordination.
Negotiating systems are like deliberative systems, except that they also in-
clude some competition.

Another alternative typology of cooperation in Artificial Intelligence can

3Figure reproduced from [DFJN97].
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be considered if we look at cooperation as a property of the actions of the
agents involved [DFJN97]. Given a multi-agent system in which individuals
may be assigned one or more goals, cooperation occurs when the actions of
each agent satisfy either or both the following conditions:

e The agents have a goal in common, which no agent could achieve on
its own, and their actions tend to achieve that goal;

e The agents perform actions that enable or achieve not only their own
individual goals, but also the goals of the other agents.

These two conditions may be achieved either with emergent cooperation
or intentional cooperation. While in the former case the goals are not explicit
within the agents, in the latter case the goals are explicit and the agents
deliberate and/or negotiate their plans.

Cooperation may also be classified by patterns of cooperative actions,
arising from different intra-agent processes [DFJN97]. With reactive agents,
they simply act without reflection upon possible actions and prediction or
predictive planning and, therefore, with no intention (emergent cooperation).
Unlike reactive agents, deliberative agents reflect upon the combinations of
actions they and others might perform. They choose between different com-
binations of action, possibly after some negotiation process, leading to a
convergence of their behavior. Concept based agents, endowed with a beliefs-
desires-intentions knowledge structure, maintain an explicit concept of coop-
eration that they use to select their actions. Thus, concept based agents may
decide to cooperate prior to any particular set of actions being considered.
With agents either deliberative or concept based, cooperation can also be
classified by the degree of altruism implicit in the cooperative actions. If the
agent deliberates and selects only those cooperative actions that it believes
will further its own individual goals (selfish agent), cooperation is purely
self-interested. If, otherwise, the agent deliberates and selects cooperative
actions that it believes to further a groups’ interests (a group of which it is
a member) irrespective of its own individual goals, cooperation is partly or
wholly altruistic.

The cooperative actions may be originated from distinct sources and this
is an orthogonal question [DFJNO97]. If they come from explicit design, the
creator of the agents deliberately designs the agent’s behaviors or rules so
that various instances of cooperation occur. It they come from adaptation,
the agents are endowed with learning capabilities that enable them to develop
or augment their tendency to cooperate along their lifetime. If they come
from ewvolution, the population of agents selects them through an evolutionary
process.
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In [SV00], Stone and Veloso survey multi-agent systems, with a focus
on learning issues that arise because of the presence of multiple interacting
agents, and proposes a taxonomy along what are believed to be the most im-
portant aspects of agents, namely degree of heterogeneity and degree of com-
munication. Using a classic multi-agent example — the predator/prey do-
main (*) — it was described the main characteristics, research issues and tech-
niques of four different scenarios — homogeneous non-communicating agents,
homogeneous communicating agents, heterogeneous non-commaunicating agents
and heterogeneous communicating agents — highlighting learning opportu-
nities of each scenario. In this context, there are referred learning techniques
such as reinforcement learning or genetic programming.

In homogeneous non-communicating systems, all of the agents have the
same internal structure, including goals, domain knowledge and possible ac-
tions; they only differ on their sensory inputs and the actual actions they
take, i.e. they are situated differently in the world [SV00]. The agents can
be either reactive or deliberative. While in the former case the agents simply
retrieve pre-set behaviors similar to reflexes without maintaining any inter-
nal state, in the later case they maintain an internal state, search through
a space of behaviors and predict the effects of their actions. Some issues
touched upon include whether agents have global or local view and whether
an agent alters the environment so as to either affect the sensory input or
the effects of another agent’s actions. Giving the agents a global perspective
is not always more effective than to limit them to local views. Sometimes,
knowing just enough to coordinate well is preferable than maintaining global
knowledge. When no communication is possible, agents cannot interact with
each other directly but, coexisting in the same environment, they can affect
each other indirectly. If they can be sensed by other agents, they may be able
to change the state of another agent. Agents can also affect each other by one
of two types of stigmergy: by active stigmergy, they can alter the environ-
ment so as to affect the sensory input of another agent; by passive stigmergy,
they can alter the environment so that the effects of another agent’s actions
change.

In heterogeneous non-communicative systems, besides agents being dif-

4The predator/prey domain, or pursuit domain, is a foraging game that involves agents
moving around in a virtual world, usually a prey and several predators [SV00]. The goal
of the predators is to capture the prey, or surround it so that it cannot move anywhere.
The virtual world is typically a grid-like world with square spaces and may be finite (e.g.
a small finite board with edges) or infinite (e.g. a toroidal world where an agent can move
off on end of the board and come back on the other end). The agents can move around the
world, being allowed to move diagonally, horizontally and vertically, or simply horizontally
and vertically.
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ferently situated in the environment, they may be different in any number
of ways, from having different goals to having different domain models and
actions [SV00]. They may be either benevolent or competitive. In the former
case, they are willing to help each other to achieve their respective goals, or
they are organized as a team and it must be provided some method for assign-
ing different roles to different agents [Tam97]. In the latter case, the agents
may be involved in a zero-sum situation so that they must actively oppose
other agents’ goals in order to achieve their own. However, whether agents
exhibit altruism or not, if they are not truly competitive and are not involved
in a zero-sum situation, it may be beneficial for them to cooperate each other
and cooperation may even emerge among selfish agents [Axe84]. Agents may
also differentiate and become heterogeneous if their behaviors are not fixed
and they can learn from experience. This learning capability is crucial in
dynamic environments. Whether agents are benevolent or competitive, if
they have learning capabilities they are either cooperative learning agents or
competitive learning agents. In the latter case, as it is not clear whether the
improvement is due to an improvement in that agent’s behavior or a nega-
tive change in the opponent’s behavior, there is a credit assignment problem
that may impede agents to stabilize at a good behavior. Being modeling of
other agents an important requirement to coordinate the agents’ actions, it
is much more complex in the heterogeneous case than in the homogeneous
case. Without communication, agents are forced to model each other strictly
through observation, because goals, actions and domain knowledge of the
other agents may also be unknown and thus need to be modeled. This kind
of implicit communication may be used to reach tacit social conventions for
agents to coordinate without explicit communication.

Homogeneous communicating systems inherit all the characteristics of the
non-communicating case, but agents can communicate directly (e.g. broad-
cast, blackboard based or point-to-point). This additional feature raises some
issues that are, however, usually addressed in literature about heterogeneous
communicative agents [SV00]. There must be some set language or proto-
col so that agents can wunderstand each other. Important aspects for the
communication protocol, i.e. how to communicate, are information content,
message format and coordinating conventions (°). When an agent transmits
information to another agent, it has an effect just like any other action would
have. Within a planning communicative acts framework, it can be defined
preconditions and effects for communicative acts. When combined with a
model of other agents, the effect of a communication act might be to alter an

SRather than prescribing syntactic rules for communication, it is fundamental defining
its semantics, i.e. what to communicate.
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agent’s belief about the state of another agent. The theory of communication
as action is usually denoted as speech acts [CLI1]. Negotiation allows agents
to resolve conflicts that could interfere with cooperative behavior. It can
be defined as the process of improving agreement on common viewpoints or
plans through the structured exchange of relevant information, as means to
reduce inconsistency and uncertainty [OJ96]. One of the most influential ne-
gotiation approaches is the contract-net protocol proposed in [Smi80], based
on the law of supply and demand. In the contract nets framework, agents all
have their own goals, are self-interested and have limited reasoning resources.
When agents communicate, they may decide to cooperate on a given task or
for a given amount of time, making commitments to each other, which in-
volves agreeing to pursue a given goal. There are three types of commitment
[SVO00]: internal commitment, when an agent binds itself to do something;
social commitment, when an agent commits to anther agent; and collective
commitment, when an agent agrees to fill a certain role. Commitment states
have been used as planning states within the beliefs-desires-intentions model,
which is a popular technique for modeling other agents.

3.2 Swarm vs. explicit cooperation

Robotics researchers often distinguish between two types of cooperative re-
search: collective or swarm robotics and explicit cooperative robotics. Al-
though these two approaches look to cooperation from different angles, both
approach the same problem: how to obtain a desired group behavior from a
multi-agent system, by engineering the behavior of individuals.

Swarm cooperation assumes that cooperation is not explicitly designed
into the system: cooperation is not predefined but emergent [BHD94, JLB9Y4,
KZ94, DMC96]. Collective robotics, which is also known as swarm robotics,
may be defined as the distributed control of homogeneous robot teams, whose
collective dynamic is obtained as an emergent property of the local interaction
between the behaviors designed in the individual robots [CFK97]. These
behaviors are often reactive or behavior-based, using mainly local sensorial
information. This approach relies on the anti-classical Artificial Intelligence
idea that a group of robots may be able to perform tasks without centralized
control or the provision of a global model (explicit representation of the
environment and of the other robots) and that predictive planning may be
replaced by reactivity. These reactive systems does not present any decision-
making process based on decomposition, allocation or accomplishment of
tasks. The outputs of each agent are a direct function of the observations
sensed on the environment [Bot00].
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Swarm intelligence is defined as a “property of systems of non-intelligent
robots exhibiting collectively intelligent behavior” [HB91, JLB94]. Another
definition [BDG99] states that swarm intelligence “is the property of a sys-
tem whereby the collective behaviors of (unsophisticated) agents interacting
locally with their environment cause coherent functional global patterns to
emerge”. This concept has inspired some researchers on the development of
swarm solutions for complex problems from different areas: the cooperative
interaction of ants working to transport a large food item may lead to more
effective algorithms for robots; foraging of ants has led to a novel method
of routing of traffic in a busy telecom network and new solutions for the
classical traveling salesman problem; the way in which insects cluster their
colony’s dead and sort their larvae can aid in analyzing banking data; the
division of labor among honeybees could help make more efficient assembly
lines in factories. Swarm cooperation is found in nature and it is denoted
as eusocial behavior. Eusocial behavior is found in many insect species (e.g.
colonies of ants or bees) as a result of genetically determined individual be-
havior [CFK97]. Although individual agents are not very capable, intelligent
behavior arises out of their interactions and is vital for the survival of the
individuals in the colonies. This kind of biologic knowledge about simple
local control rules of various biological societies — particularly ants, bees
and birds — has been often applied to the development of similar behaviors
in cooperative robot systems.

Swarm cooperation will be probably a promising approach in many poten-
tial applications based on new robot technologies characterized by miniatur-
ization, like small, micro, nano and modular robots [YZDO02], which will have
severely limited sensing and computation. These very small robots operating
in large groups or swarms would be capable of performing complex tasks, like
moving objects bigger than individual robots, in non-structured terrains and
with high robustness, versatility and adapting quickly to rapidly fluctuating
mechanisms. Giving that these collectives do not use explicit communi-
cation, they may be suited to execute reliably tasks typically parallelized,
requiring small amounts of coordinating communication. Swarm intelligence
approaches have been effective at performing a number of optimization and
control tasks, but the systems developed have been inherently reactive and
lack the necessary overview to solve problems that require in-depth reason-
ing techniques and some cognition [BGO00]. Although this approach may
maximize reliability, it fails to maximize performance, as members of the
collective cannot be directed to uncompleted work that they cannot sense
directly [DJMO02].

Ezxplicit cooperation means that cooperation is explicitly designed into
the system, through adequate mechanisms. Unlike eusocial behavior, ex-
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plicit cooperative mechanisms are not motivated by innate behavior, but by
an intentional desire to cooperate in order to maximize individual utility. It
deals with achieving intentional and more purposeful cooperation among a
limited number of typically heterogeneous agents, performing several distinct
tasks, but it may be used also with homogeneous teams [Par94]. In the for-
mer case, individual agents have specialized capabilities complementing each
other. In contrast with the swarm approach, the agents often have to deal
with some sort of efficiency constraint that requires a more directed type of
cooperation, because the mission usually requires that several distinct tasks
be performed concurrently. Although individual agents are typically able to
perform some useful task on their own, groups of such agents are often able
to accomplish missions that no individual robot can accomplish on its own.
In these systems, the cooperative dynamic is commonly achieved by planning
and is based on multi-agent systems’ explicit models of teamwork coordina-
tion and negotiation mechanisms, using explicit communication. The nego-
tiation mechanisms rule the allocation of several distinct roles or subtasks to
the individual agents and the resolution of conflicts. This approach usually
employs either central control or a mix of central and distributed control,
supported on a global model [Jun98|. Besides action recognition, through
perception mechanisms based on sensorial information, explicit communi-
cation using the exchange of communicated messages provides the required
awareness for modeling and reasoning about other agents’ goals, actions and
states. Thus, the reliability and fault tolerance is highly dependent upon the
presence of a reliable communications medium with a sufficient bandwidth
[Par95].

We can found two types of decision-making processes in architectures
that implement the concept of explicit cooperation: deliberative systems and
conceptual systems [Bot00]. Deliberative systems have a decision-making pro-
cess that anticipates the agents’ actions, providing detection and resolution
of conflicts and establishment of cooperation among the agents. Deliberative
systems may be planned or reactive. In the former case, the agents perform
autonomous planning actions which try to minimize inter-agent interference
and generate a sequence of actions that change the world state, so as a desired
final state is reached. In the latter case, the systems are also based on plans,
but they are able to adapt a plan during its execution, in reaction to envi-
ronmental changes, so as there is always a feasible plan. Conceptual systems
are multi-agent systems based on beliefs-desires-intentions model [OJ96] in
which the agents are able to reason about the mental states of its teammates,
which are classified on beliefs, desires and intentions. These three elements
represent, respectively, information, motivations and deliberative states of
the agent itself and its teammates. The objective is guiding the behavior of
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the system so as an adequate or optimal performance is obtained, through
the reasoning capacities resident on each individual agent.

In [INSO1], the taxonomy proposed by locchi et al. (Figure 3.1, page
22) is used to relate the four classification levels with reactivity and social
deliberation. Reactivity, which is typical in swarm cooperation, is a system
behavior in which each team element copes with environmental changes,
by providing a specific solution to reorganize its own task and fulfill the
accomplishment of its originally assigned goal. On the other hand, social
deliberation, which is typical in explicit cooperation, is a system behavior that
allows the team to cope with those environmental changes, by providing a
strategy that, when adopted by all the team members, makes use of all the
resources available to the system to effectively achieve the global goal. Figure
3.1 (page 22) shows how the characteristics of the multi-robot system impacts
on the implementation of reactivity and social deliberation.

3.2.1 Artificial Intelligence teamwork models

A common dictionary definition of teamwork is: “cooperative effort by the
members of a team to achieve a common goal”. Many Artificial Intelligence
researchers are today striving to build teams for complex, dynamic multi-
agent domains where uncertainties obstruct coherent behavior. It is claimed
that teamwork in such domains is more than the union of simultaneous coor-
dinated activity. Cohen and Levesque, in [CL91], illustrated this point using
a convoy example and focusing the distinction between ordinary traffic and
driving in a convoy. Ordinary traffic is simultaneous and coordinated by
traffic signs, but it cannot be considered teamwork or a joint activity. Con-
versely, driving in a convoy does involve not only coordination and having the
right intentions and the right beliefs about each other (a joint goal to main-
tain the convoy), but also having a mutual belief of what agents agreed to
(joint commitment), which underlie the formation of joint intentions and its
accomplishment with joint activities and cooperation among team members.

Several teamwork theories have been proposed in the artificial intelligence
literature [CLI1, Jen94, Jen95, Tam97]|. Being based on the beliefs-desires-
intentions framework [0J96], they focus on the development of general mod-
els of teamwork to enable team to act coherently, overcoming uncertainties of
complex, dynamic environments, where team members often encounter dif-
fering, incomplete and possibly inconsistent views of the world and mental
state of other agents. Those theories are not intended to be directly imple-
mented, but to be used as a specification for agent design, prescribing general,
rather than domain-specific, reasoning processes or heuristics for teamwork.
The main requirements of such teamwork models are: (1) to create a frame-
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work that enables flexible communication between team members, so that
miscoordination is avoided and they act coherently; and (2) to be capable of
monitoring performance and flexibly reorganizing and reallocating resources
to meet any contingencies caused by unexpected team members faults in
fulfilling responsibilities, or discovered unexpected opportunities.

In order to obtain a deeper understanding of the fundamental concepts
that underpin agent interactions, Nick Jennings proposed in [Jen93] the con-
cepts of commitments, conventions and social conventions. Commitments
are pledges made by agents about both actions and beliefs, which can either
be about the future or the past. Once an agent commits itself to perform
a particular action then, provided that its circumstances do not change, it
will endeavor to honor that pledge. To operate successfully and intelligently,
agents need general policies for governing the reconsideration of their com-
mitments. Conventions describe circumstances under which an agent should
reconsider its commitments. They also indicate the appropriate course of ac-
tion to retain, rectify or abandon these commitments. Although conventions
play an important role in multi-agent systems, they are essentially asocial
constructs, describing how an agent should monitor its present and future
commitments. They do not specify how an agent should behave towards its
fellow community members if it alters or modifies its commitments. This
is not important for goals that are unrelated to other activities. However,
for goals that are inter-dependent, it is important that the relevant acquain-
tances are informed of any substantial change that affects their processing,
if the community is to act in a coherent manner. Social conventions specify
how agents should behave with respect to the other community members
when their commitments alter.

In [CLI1], Cohen and Levesque proposed the first prominent teamwork
model: the joint intentions theory. A rough definition of joint intention is
a property that holds a group together in a shared activity. The theory is
described in terms of beliefs, goals and mutual beliefs. Belief is taken to
be what an agent is sure of or a proposition that it takes to be true, after
competing opinions and wishful thinking are eliminated. Goal is the most
desired condition that an agent has chosen as being the most desired among
those that it finds accessible. A particular case of a goal is to believe that
something is false now and to have a goal that it be true later; this is called
an achievement goal. Mutual belief among members of a group is an infinite
conjunction of beliefs about other agent’ beliefs about other agent’ beliefs
(and so on to any depth) about some proposition.

In a seminal work of the same authors of [CL91], it was defined the notions
of individual commitment and individual intention. Individual commitment
is seen as a persistent goal:
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“An agent has a persistent goal relative to q to achieve p iff: (1) it
believes that p is currently false, it wants p to be true eventually; (3)
it is true that (2) will continue to hold until it comes to believe either
that p is true, or that it will never be true, or that q is false.”

Condition ¢ is an irrelevance or escape clause against which the agent
has made relative its persistent goal. Frequently, this clause encodes the
network of reasons why the agent has adopted the commitment. Individual
commitment commits the agent to a given mental state. Individual intention
constrains the agent’s adoption of other mental states, committing it to act
in a certain mental state, so as a persistent goal may persist over time:

“An agent intends relative to some condition to do an action just in
case it has a persistent goal (relative to that condition) of having done
the action and, moreover, having done it, believing throughout that it
1s doing it.”

In [CLI1], Cohen and Levesque made a generalization of the persistent
goal and intention concepts to the case where a group is supposed to jointly
act. Joint commitment cannot be simply a version of individual commitment
where a team is taken to be the agent, for the reason that the team member
may diverge in their beliefs. If an agent finds out a goal is impossible, then
it must give up the goal. But when a member of a team finds out a goal
is impossible, the team as a whole must again give up the goal, but the
team does not necessarily know enough to do so. So, any team member
who discovers privately that a goal is impossible (has been achieved, or is
irrelevant) should be left with a goal to make this fact known to the team as
a whole. Before the joint commitment can be discharged, the agents must
in fact arrive at the mutual belief that a termination condition holds. In
order to support the achievement of this mutual belief, the notion of joint
persistent goal is constructed upon the notion of weak persistent goal:

“An agent has a weak persistent goal relative to q and with respect
to a team to bring about p if either of the following conditions holds:
the agent has a normal achievement goal to bring about p, that is, the
agent does not yet believe that p is true and has p eventually being
true as a goal; the agent believes that p is true, will never be true, or
is irrelevant (that is, q is false), but has a goal that the status of p be
mutually believed by all the team members.”

The definition of joint persistent goal is:

“A team of agents have a joint persistent goal relative to q to achieve p
Just in case: (1) they mutually believe that p is currently false; (2) they



Taxonomies of cooperative systems 33

mutually know they all want p to eventually be true; (3) it is true (and
mutual knowledge) that until they come to mutually believe either that
p is true, that p will never be true, or that q is false, they will continue
to mutually believe that they each have p as a weak achievement goal
relative to q and with respect to the team.”

This definition states that although members of a team jointly committed
to achieve p mutually believed initially that they each have p as an achieve-
ment goal, as time passes, the team members cannot conclude about each
other that they still have p as an achievement goal, but only that they have it
as a weak achievement goal. A corollary of the definition is that if a team has
a joint persistent goal to achieve p, then each member has p as an individual
persistent goal. Thus, the definition of joint commitment is:

“If a team is jointly committed to some goal, then under certain con-
ditions, until the team as a whole is finished, if one of the members
comes to believe that the goal is finished but that is not yet mutually
known, it will be left with an individual persistent goal to make the
status of the goal mutually known.”

This definition states that if there is a joint commitment, agents can
count on the commitment of the other members, first to the goal in question
and then, if necessary, to the mutual belief of the status of the goal. The
definition of joint intention is:

“A team of agents jointly intends, relative to some escape condition,
to do an action iff the members have a joint persistent goal relative to
that condition of their having done the action and, moreover, having
done it mutually believing throughout that they were doing it.”

In [Jen94, Jen95], Nick Jennings implemented multi-agent collaboration
based on joint intentions in the domain of electricity transportation man-
agement, within the ARCHON project. This was likely one of the first
implementations in a complex domain based on a general model of team-
work. It was presented a framework denoted as joint responsibility based on
a joint commitment to the team’s joint goal and a joint recipe commitment
to a common recipe. The main modification proposed to the joint intentions
framework is to claim necessary two types of joint commitments, because
they necessitate different courses of action when joint they are dropped. It’s
claimed that existence of a joint commitment to a joint goal is not sufficient
to guarantee that cooperative problem solving will ensue. It is also necessary
a joint commitment to a common recipe, which provides a context for the
performance of actions in much the same way as the joint goal guides the
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objectives of the individuals. When commitment to the joint goal is dropped
the joint action is over. However, if the group becomes uncommitted to the
common recipe there may still be useful processing to be carried out. For in-
stance, if the recipe is deemed invalid, the agents may try a different sequence
of actions that produce the same result.

In [Tam97], Milind Tambe presented an implemented general model of
teamwork, called STEAM (Shell for TEAMwork). This model borrows from
previous teamwork frameworks, especially joint intentions. These are the
basic building blocks of teamwork and team members build up a complex
hierarchical structure of joint intentions, individual indentions and beliefs
about others’ intentions. STEAM differs from previous frameworks, via its
focus on teamwork capabilities that arise in domains of more than two-three
agents, with more complex team organizational theories, and with practical
emphasis on communication costs. The investigation focused on three do-
mains: two domains (attack and transport) based on a real-world distributed,
interactive simulator commercially developed for military training; and, as
a third domain, RoboCup simulator. STEAM defines appropriate speech
acts (e.g. request and confirm speech acts to establish joint commitments
or persistent joint goals) to guarantee four fundamental issues: coherence in
teamwork; appropriate tradeoff in the amount of information team members
must maintain about teammates’ activities; not reconciled task allocations;
and generalization of communication capabilities to establish and terminate
team operators (reactive team plans). The STEAM’s main innovation is the
integration of decision-theoretic communication selectivity, which attempts
to follow the most cost-effective method of attaining mutual belief in joint
intentions, via a measure of likelihood that some relevant information may
be already mutually believed. (e.g. likelihood of lack of joint commitments
and probability that a fact is not common knowledge). As the estimation of
parameters that measure the expected utility may fail, there are some error
recovery routines. One of the methods for estimating those parameters is to
infer a team’s mental state from observations its actions. Some issues that
remain open for future work are: investigating interactions with learning,
which would enable agents to render automatic routine teamwork activities,
rather than always reasoning about them; failure detection and recovery,
particularly in environments with unreliable communication; and enriching
communication capabilities to form a basis of multi-agent negotiation proto-
cols. For instance, when a joint persistent goal cannot be established if an
agent refuses it, negotiations among team agents would ensue.

In [SV99], Stone and Veloso from CMU proposed a flexible team agent
structure and a method for inter-agent communication in dynamic, real-
time domains with unreliable, single-channel, low-bandwidth communica-
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tion, where previous teamwork models take too much time or are infeasible
due to communication restrictions. The structure of homogeneous agents
allows them to capture and reason about team agreements. Collaboration
between agents is achieved by the introduction of formations. A formation
decomposes the task space defining a set of roles. Agents can flexibly switch
roles within formations, and agents can dynamically change formations, in re-
sponse to changing environments. The proposed team structure was focused
in time-critical environments in which agents alternate between periods of
limited and unlimited communication. For this purpose, it was introduced
periodic team synchronization (PTS) domains, where agents can periodically
synchronize in a safe, full-communication setting, forming off-line agreements
for future use in periods in which agents act autonomously with limited or
no communication possible. The communication method is designed for use
during low-communication periods in PTS domains, through locker-room
agreements. These agreements are formed during the periodic synchroniza-
tion opportunities and are remembered identically by all agents during those
periods with limited or no communication possible. In the proposed team
structure (Figure 3.3) (%), each agent keeps track of three different types of
state: world state, locker-room agreement and internal state. The world state
reflects the agent’s perception of the real world via its sensors and the pre-
dicted effects of its actions. The locker-room agreement is set by the team
when it is able to privately synchronize. The internal state stores the agent
internal variables (e.g. the agent’s role within a team), which reflect previous
and current world states, possibly as specified by the locker-room agreement.
There are two classes of behaviors: internal behaviors update the agent’s
internal state based on its current internal state, the world state and the
team’s locker-room agreement; external behaviors reference the world and
internal states and select the actions to send to the actuators. The architec-
ture was fully implemented and successfully experimented in a robotic soccer
simulator.

3.2.2 Negotiation

Negotiation is a key form of interaction that enables groups of agents to ar-
rive at a mutual agreement regarding some belief, goal, or plan [BALT99].
The process of negotiating may be of many different forms, such as auc-
tions, protocols like contract nets and argumentation. There are three broad
topics for research on negotiation: first, negotiation protocols are the set of
rules that govern the interaction; second, negotiation objects are the range

SFigure reproduced from [SV99).
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Figure 3.3: Functional model of a teamwork structure for periodic team syn-
chronization domains.

of issues over which agreement must be reached (e.g. price, quality, tim-
ing, allowable operations, etc.); third, reasoning models provide the decision
making apparatus by which participants attempt to achieve their objectives.

One of the most studied and influential protocols for negotiation is the
contract-net protocol [Smi80]. It was inspired by contracting processes in hu-
man organizations and it offers a structure that assists the system designer
in deciding what the interacting agents should say to each other, rather than
how to say it. Agents coordinate their activities through contracts to ac-
complish specific goals. The execution of a task is dealt with as a contract
between two agents. In a contract net (a network of distributed and loosely
coupled agents), an agent can take on one of two roles: manager or contrac-
tor. A manager is responsible for monitoring the execution of a task and
processing the results of its execution. A contractor is responsible for the
actual execution of the task. Individual agents are not designated a priori as
managers or contractors and they can take on either role dynamically dur-
ing the cooperative problem solving. Typically, an agent will take on both
roles simultaneously for different contracts. An agent, acting as a manager,
decomposes its contract (the task or problem it was assigned with) into sub-
contracts to be accomplished by other potential contractor agents. For each
subcontract, the manager announces a task to the network of agents with
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a deadline to receive proposals from potential contractors. Agents receive
and evaluate the announcement. Agents that are eligible to be assigned to
the announced task (that have appropriate resources to accomplish the task)
reply to the manager with bids, which indicate their ability to achieve the
tasks, based on a given performance criteria defined by the manager (e.g.
proximity, number of resources, etc.). The manager evaluates the bids it has
received and awards the task to the most suitable agent and nominates it
as the contractor for that task. Finally, manager and contractor exchange
information together during the accomplishment of the task.

3.3 Application domains of cooperative sys-
tems

The application domain of a cooperative system has strong influence on its
design requirements. There are some tasks that can be accomplished with
one agent alone and do not strictly require explicit cooperation among several
agents, although better performance can be attained if they are executed in
parallel [LH97]. Examples of these tasks are painting a wide wall, cleaning a
room, searching for objects in a wide area (foraging), flocking, etc. [AMIS9,
Ark92, HB92, Mat92b, ABN93, BA94, KZ94, BDG99]. In these tasks, if all
agents work independently and are unaware of the existence of other agents,
the system is a simple extension of a single agent solution. This kind of
weak cooperation, without an explicit coordination mechanism, is simply an
emergent property.

In [BA94], Balch et al. proposed the speedup measure, which reveals how
much more efficient several robots are than just one in completing a task. If
P(i) is the performance for i robots (7), speedup measure is given by Equa-
tion 3.1 (). If speedup measure is equal to 1.0, i robots complete the task
exactly ¢ times faster than one robot. This is called linear improvement (per-
formance proportional to the number of robots). Speedup values less than
1.0 reflect sub-linear performance and values greater than 1.0 reflect super-
linear performance.

P(1)
i P(i)

speedup = (3.1)

"In this definition, it is assumed that, for a given performance criteria, higher values of
the function P reflect better performance.
8This definition was reproduced from [BA94].
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When agents execute similar tasks in parallel, working independently and
without a coordination mechanism (emergent cooperation), the system per-
formance depends on whether exist resources contention (traffic contention,
shared tools, etc.) and goal conflicts (interference) or not. In the former
case, the performance speedup will be sub-linear, whereas in the latter case
the performance will be linearly speedup. In the former case, efficient re-
source contention mechanisms or coordination mechanisms to avoid interfer-
ence should be used to attain better speedup performance.

However, there are many real world tasks that require explicit cooperation
among agents and cannot be accomplished by any single agent alone, such
as pushing a heavy or large box, multi-target observation and exploration.
Since these tasks require tight coordination and strong cooperation among
agents, the achievement of tasks will be accidental and very unlikely if agents
work independently. The box-pushing task [Par94, MNS95, RDJ95, GMO00|
requires tight coordination among robotic agents and has analogies with
other practical problems, e.g., storage and retrieval or truck loading and
unloading. Multi-target observation consists in maximizing the time during
which moving targets are observed by, at least, one of the robotic agents
[WMO00, Tou00, Par02]. Multi-target observation task is similar to the for-
aging task with the addition of dynamic targets that must be continuously
tracked. It has many similarities with security, surveillance and recogni-
tion problems. Exploration groups different tasks regarding team members
moving around in the environment. It includes flocking [Mat94], maintain-
ing formations [BA98, BH00], bounding overwatch [Par94] and map building
[AB98b]. In [LH97|, Lin et al. defined the object-sorting task, which is a
combination of foraging and cooperative transport. This task abstracts par-
allelism and cooperation in just one task and it was used to study cooperation
protocols.

Robotics competitions, and especially RoboCup, have recently given a
significant boost to research work on multi-robot systems [Tam97, LVAC99,
SV99, SV00, INS01]. RoboCup [IKKANMOS] is an initiative of the RoboCup
Federation, which has been promoting intelligent robotics research, by pro-
viding robot soccer competitions as a common task for evaluation of various
theories, algorithms and agent architectures. With this purposes, it has been
organizing regular international robot soccer competitions since 1997, along
different soccer leagues: small-size league (small and fast-moving robots with
limited capabilities), middle-size league, humanoids and simulator league (a
virtual soccer environment with a high degree of realism). Robotic soccer is a
challenging testbed for research in multi-agent and multi-robot cooperation
in a highly dynamic and uncertain environment. RoboCup also promotes
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other domains than soccer, such as search and rescue or exploration in dan-
gerous terrains, e.g., the simulation of a rescue operation performed by robots
within a catastrophic scenario.

3.4 Taxonomy of group architectures

The group architecture of a cooperative system provides the infrastructure
upon which collective behaviors are implemented and a principled way of
organizing a control system. Besides providing a structure, an architec-
ture imposes constraints on the way the control problem can be solved
[Mat92a, Mat99]. In [CFK97], Cao et al. propose a classification of the group
architecture for cooperative systems through four characteristics: central-
ization vs. decentralization, differentiation, communication structures and
modeling of other agents.

3.4.1 Centralization vs. decentralization

The most fundamental decision that is made when defining a group archi-
tecture is whether the system is centralized or decentralized and, if it is
decentralized, whether the system is hierarchical or distributed [Bot00]. This
characteristic of the group architecture defines the nature of the decision
making process and how the system answers to questions like: What agent
decides what task shall be executed, when there are several agents and mis-
sions in common? Does each agent decide autonomously about its own role
in the system? Does the system have some agents that are more specialized
for taking such decisions? Although many practical systems do not conform
to a strict dichotomy between centralized and decentralized control, it is
interesting to note the advantages and disadvantages of both approaches.
Centralized architectures are characterized by having a single control
agent that is individually responsible for the decision-making process. It
is presupposed that the central process has a global model of the world that
enables it to produce, theoretically, optimal solutions for the problems. We
may consider two different subtypes of centralized systems: wholly centralized
and partially centralized. In a wholly centralized group of agents, each agent
receives its future actions from a central processor (agent) and transmits to
it local information [BB97|. Apart from the central agent, other agents have
not any control autonomy. In a partially centralized system, there is also
a central agent, but other agents can also take some autonomous local de-
cisions. Apart the central agent, other agents act locally as central agents
and generate local and partial plans, which reduce the planning state space
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complexity. Then, the central agent tries to conciliate the local plans so as to
maximize their interaction towards global utility [ER94, ER95, AS97]. Cen-
tralized systems may lead to optimal, coherent and comprehensive solutions,
but they have numerous shortcomings. Depending on the group dimension,
it is very difficult, or even impracticable, to have and maintain a global model
of the world on a single agent, based on local and potentially inconsistent
views among the local agents. Furthermore, it tends to be a costly solution
on time and resources, as it uses massive communication between the local
agents and the central agent, which may become a severe communication
bottleneck [Bot00]. It has also a high design complexity and low reliability,
as all the intelligence is concentrated on a central agent. Moreover, for tasks
with NP complexity, the centralized approach is impracticable due to the
dimension of the search space [LHI7].

Decentralized architectures are composed of a network of logically and
physically independent agents. Each agent is able to reason about plans and
to decide its own actions [0J96] and views the system dynamics as being
determined by the interactions with and among other agents. Decentral-
ized systems may be classified, by the degree of autonomy conferred to each
individual agent, as hierarchic or distributed systems [CFK97]. Decentral-
1zed hierarchical systems can be viewed as locally centralized systems, where
there is a hierarchy of “central agents”. Decisions are distributed across
different hierarchical levels and there is a coordinator agent at each level,
which can be viewed as a central agent that produces plans for the agents in
lower hierarchical levels. Those plans are conciliated through a negotiation
involving the coordinator agents [LH97]. Decentralized distributed systems
endow all the agents with the same decision power and autonomy. Each
agent produces autonomously its own plans as a function of its own goals
and ensures coherent behavior through a coordination model [Ben88, Jen96].
In such decentralized systems, each agent is endowed with abilities that en-
able it perceiving the environment, reasoning about a complex task, taking
decisions to accomplish that task and executing plans. Decentralized archi-
tectures have several recognized advantages over centralized architectures,
including fault tolerance, reliability, robustness, natural exploitation of par-
allelism flexibility and scalability [CFK97]. As there is no a central controller,
these systems with distributed control and data exhibit graceful degradation
of performance and better robustness than centralized systems. As the role
of each agent may change with context, these systems may be very flexible.
However, distributing control and data means that knowledge of the system’s
overall state is dispersed throughout several entities and each individual has
only a partial, incomplete and imprecise perspective. Thus, decentralized
systems present an increased degree of uncertainty, making more difficult to
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attain coherent global behavior. Also, if there is no efficient coordination,
the dynamics of such systems can become extremely complex, giving rise to
nonlinear oscillations and chaos [Jen96].

In decentralized systems, coordination is the key for achieve coherent
global behavior. It can be defined as the process by which an agent reasons
about its local actions and the (anticipated) actions of others to try and
ensure the community acts in a coherent manner [Jen96]. There are three
main reasons why coordination is necessary: (1) because there are dependen-
cies between agents’ actions (local decisions have an impact on other agents
and there is the possibility of harmful interactions); (2) because there is a
need to meet global constraints; and (3) because no one individual has suf-
ficient capacity, resources or information to solve the entire problem. The
main objectives of the coordination process are to ensure: that all necessary
portions of the overall problem are included in the activities of at least one
agent; that agents interact in a manner which permits their activities to be
developed and integrated into an overall solution; that team members act
in a purposeful and consistent manner; and that all of these objectives are
achievable within the available computational and resource limitations.

3.4.2 Differentiation

Another important characteristic of group architectures is differentiation.
Differentiation is frequently dichotomized between homogeneous and hetero-
geneous groups. A group is homogeneous if the capabilities of the individual
agents are identical, and heterogeneous otherwise. The degree of differentia-
tion of a system has direct implications on the cooperation requirements of
its group architecture.

In [Par94], Parker has introduced the task coverage metric to give a mea-
sure of the number of capabilities on a team that may allow some team mem-
ber to achieve a given task. Consider a team of n robots R = {ry,79, -+, 7r,}
and a mission composed of m independent subtasks represented by the set
T = {tasky,tasks, - -, task,}. Consider also the set A; = {a;1,as, -} of
the high-level task-achieving functions possessed by the robot r; and the set
of n functions {hq(aix), ha(ask), -, hn(ank)}, where h;(a;,) denotes the task
in 7" that robot r; is working on when it activates the behavior set a;;,. The
task coverage is given by Equation 3.2 (°). Interestingly, if the team mem-
bers are homogeneous, the task coverage is a positive multiple of the number
of robots n. The task coverage index must be more or equal than one for
all the tasks of its set T, in order to the system have some likelihood to be

9This definition was reproduced from [Par94].
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able to carry out the mission through efficient cooperation among the team
members. Greater values than one for that index indicate the existence of
some redundant resources and overlap in capabilities, thus increasing the
reliability and robustness of the team amidst individual failures. Task cover-
age is maximal in homogeneous teams and decreases as groups become more
heterogeneous, towards a minimum limit where the index equals one for all
the elements of set T'. The degree of differentiation measured by task cover-
age may be interpreted as an index of demand for cooperation. When task
differentiation is low, tasks can be accomplished without much cooperation,
but otherwise cooperation is mandatory in order to accomplish a mission. In
general, heterogeneity introduces control complexity, because greater differ-
entiation requires a more effective cooperative task allocation and a greater
need to model other individuals.

0 otherwise

task_coverage(tasky) = Zn: > { L f (hilayy)) = task } (3.2)

i=1 j

However, it is nearly impossible in practice to build a truly homogeneous
robot team, due to differences in sensor tuning, calibration, etc. Moreover,
besides those physical deviations, several copies of the same model of robot
can vary widely in its behavioral aspects if it is endowed with learning and
adaptation capabilities, which is specially vital in less structured and outdoor
environments. This means that heterogeneity is present in multi-robot teams
whether we like it or not. In [Bal98], Balch investigated the impact of di-
versity, specially behavioral difference, on performance of multi-robot teams,
and conversely, the impact of other task factors on diversity. Thus, the de-
gree of heterogeneity is treated as a result rather than an initial condition.
In order to address a quantitative comparison of heterogeneity, a quantita-
tive metric of diversity was proposed, denoted as hierarchical social entropy,
which provides a continuous scale of diversity [Bal98, Bal00]. This metric is
based on the following observation: the measured diversity of a multi-agent
society depends on the number of homogeneous subsets it contains and the
proportion of agents in each subset. It adapts Shannon’s measure of infor-
mation uncertainty to a measure of societal diversity and uses some notions
from biological literature related with numerical taxonomy, like maximum
taxonomic distance and clustering methods, to provide a hierarchical metric
of distribution of elements in a diversity classification space. Figure 3.4 (10)

OFigure reproduced from [Bal98].
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depicts an example of the computation of the metric for three different so-
cieties. When the metric is applied to a given system, a dendrogram (1) is
created in a continuous scale of diversity (behavioral difference or taxonomic
level), usually normalized between 0 and 1, to provide an orderly hierarchical
view of the classification. Integrating the diversity across all taxonomic levels
produces an overall measure of diversity for the system.

In [Bal00], Balch described the application of the social entropy metric
to experiment reinforcement learning schemes with different reward func-
tions, including both individual rewards and group rewards upon delivery
or progressive rewards as task gets accomplished. Reinforcement learning
was used to associate actions with state. The team diversity was measured
and correlated with performance for two tasks: soccer and multi-foraging. It
was found that local rewards lead to greater homogeneity in both domains.
In soccer, higher diversity is associated with higher performance, whereas in
multi-foraging, higher diversity is associated with lower performance. The re-
lationship between diversity and performance in soccer (positive correlation)
is exactly opposite the relationship in multi-foraging (negative correlation).
Although there are no obvious reasons for this difference, it is believed that
they are due to differences in the task. Soccer is unavoidably a team activity,
while foraging can be accomplished by an individual agent. It is also believed
that when the task requires multiple agents, it is more likely that the team
benefits from diversity. Greater homogeneity with local reinforcement is due
to the fact that individuals are rewarded for their own actions, thus making
reinforcement of the same state/action pair more likely in different agents
than with global reinforcement.

3.4.3 Communication structures

The communication structure of a group architecture is another important
characteristic of a group architecture, because it determines the possible
modes of inter-agent interaction, as well as the ability of agents to model
successfully other agents’ mental states (denoted in the literature as aware-
ness). In [CFK97], Cao et al. characterize three major types of interactions
that can be supported: interaction via environment, interaction via sensing
and interaction via communications. In the two first types communication

1A dendrogram is a taxonomic tree which is frequently used in biology to classify or-
ganisms and groups of organisms, at various levels. At the lowest level, organisms are
more likely to be classified together (e.g. gorillas and humans are both primates but not
canines), but at higher levels, more diverse organisms are grouped together through ade-
quate clustering methods, due to some common characteristic or similarities (e.g. primates
and canines are grouped in the class of mammals).
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Figure 3.4: Hierarchical social entropy (bottom) is computed for three so-
cieties (top). As the element on the upper right is positioned further away
from the group in the classification space, the overall measure of diversity
increases from 0.38 to 0.74. Dendrograms for the groups are also displayed
(middle row).
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is implicit, whereas in the latter one it is explicit.

Interaction via environment is the simplest and the most limited type of
interaction. In [Par95], Parker denotes it as cooperation through the world.
It occurs when the environment itself is the communication medium (a kind
of shared memory or broadcast implicit communication) and there is no ex-
plicit communication or interaction between agents. In this case, agents
simply sense the effects of other teammates’ actions on the world. Some
authors denote this approach as stigmergy. Stigmergy stores state in the en-
vironment, so that specialized sensors can easily retrieve it (e.g. pheromones
in nature and obstacle detection in multi-robot systems) [BHD94]. This is an
appealing, reliable and robust approach because of its simplicity and its lack
of dependence upon explicit communication channels and protocols, which
may be fallible and have limited bandwidth. However, it is limited by the
extent to which an agent’s sensation (e.g. a robot’s sensation) of the envi-
ronment reflects the salient states of the mission the team must accomplish
and the effects produced on the environment by the other teammates.

Interaction via sensing, also denoted as passive action recognition in
[Par95], occurs when an agent knowingly uses its sensing capabilities to ob-
serve the actions of its teammates that are within its sensing range. The
sensory information is then used to recognize its teammates’ actions, goals
and plans, through appropriate modeling of other agents and perception. As
the agent can only observe the nearby agents, this is a kind of local com-
munication mechanism. Like interaction via environment, this mechanism
is appealing because of its lack of dependence upon explicit communication
channels and protocols, which may be fallible and have limited bandwidth.
However, it is limited by the degree to which an agent can successfully inter-
pret its sensory information, as well as the difficulty of analyzing the actions
of other agents and use that information to infer their mental state.

Interaction via communications (explicit communication) is appealing be-
cause of its directness and the ease with which agents can become aware of
the actions and/or goals of the other agents, giving access to both local
and global information. However, it has poorer fault tolerance and reliability
than implicit communication mechanisms, in that it can be highly dependent
upon the presence of a reliable communication channel for the successful ac-
complishment of a cooperative mission. Moreover, as it also depends on the
communication channel bandwidth, it has worst scalability and extensibility
than implicit interactions, because it is not possible to scale to more agents
without additional communications overhead. In [JZ00], Jung and Zelinsky
give some biologic examples of three possible types of representation in com-
municated signals: iconic, indexical and symbolic. Iconic representation is
by similarity to what it represents, e.g. an orange disc painted on a cave wall
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may represent the sun. Indezical representation correlates or associate icons,
e.g. some animals have learnt to correlate the icon of smoke with that of fire.
Symbolic representation is a relationship between icons, indexes and other
symbols, representing a higher-level pattern underlying sets of relationships.
Some authors claim that language can be represented as a symbolic hierar-
chy. A grounded symbol requires following all the references, which may be
icons, indexes or other symbols, that are necessary to interpret it. In general,
symbolic communication between two agents require: some iconic references
in common; either a shared grounding for some indexical representations, a
common process that develops shared indexical groundings, or a combina-
tion of both (e.g. learning to correlate smoke with fire); a common process
that develops shared symbolic groundings (e.g. language development); and
a mechanism for learning new symbols by communicating known ones (e.g.
learning through metaphor).

As mentioned previously, implicit mechanisms are common in some bi-
ologic systems, such as bacteria and insect societies, whereas explicit com-
munication appears in more complex animals, especially primates and hu-
mans. Implicit interaction mechanisms are mainly suited to local rules based
control, while explicit communication is more suited to global control ap-
proaches, eventually based on planning and negotiation. In [Par93|, Parker
discusses principles for determining the proper balance between local and
global control, which determine the necessary communication mechanisms’
requirements. In practice, there is a continuum between strictly global and
strictly local control laws.

Global control laws utilize the global goals of the cooperative team and/or
global knowledge about the team’s current or upcoming actions to direct an
individual agent’s actions. The global goals of a team indicate the overall
mission that the team is required to accomplish. They can be imposed by
a central controller (e.g. a human), by one of the members of the team, or
through planning and negotiation among the team members. Global knowl-
edge refers to additional information that is normally not available to in-
dividual agents through their local sensors, but that may be necessary for
the cooperative team to achieve the global goals. This information typi-
cally indicates what other agents in the team are doing or going to do (state
information), or what they sense locally. The use of global goals and informa-
tion enables the implementation of explicit models of cooperative teamwork,
eventually more efficient, but it also has some shortcomings. Adequate global
information may not be available to achieve the desired global goal. Even
with comprehensive global knowledge, an agent may still not exhibit optimal
global behavior unless it utilizes all of the available knowledge. Moreover,
besides the cost of maintaining this global knowledge across the members
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of the team, processing it requires time and resources, which are typically
scarce in real applications. If the global goals and knowledge change often
enough, the agent may not be able to act upon the global knowledge before
it becomes out-of-date, or simply may not be possible or viable to maintain
real-time global information, due to the limited bandwidth of communication
channel [Par93].

On the other hand, local control laws guide an agent’s actions based on
the nearby environment of that agent. Such information is usually obtained
through implicit communication, using the agent’s sensory capabilities, re-
flecting the state of the world near the agent. Local control laws allow agents
to react to dynamic changes in their environment without relying on precon-
ceived plans or expectations of the world. If local rules of individual agents
are carefully designed, global functionality may emerge from their interac-
tion. However, certain global goals cannot be attained through the use of
local control laws alone, because those aspects of global goals that have no
physical manifestation in the world cannot be acted upon by local control
laws [Par93].

In [Par93], Parker described the simulation of several control strategies
along the local versus global spectrum in a keep formation experiment. This
task consists on a group of agents to stay in formation with one another, while
the leader of the group follows a pre-specified route and while agents avoid
obstacles as they appear. It was simulated four control strategies: local con-
trol alone; local control augmented by a global goal of the group; local control
augmented by a global goal and partial global information; and local control
augmented by a global goal and more complete global information. Following
the conclusions of this simulation study, the following general principles and
guidelines were proposed. If the global goals are known at design time, and
all information required for an agent to act consistently with the global goals
can be sensed locally by the agent at run-time, these goals can be designed
into the agents. The more static, reliable, complete known, and easy to use
the global knowledge is, the more practical its use in a global control law.
Conversely, the more unknown the global information, the more dependence
the team will have on local control, combined with behavioral and environ-
mental analysis to approximate global knowledge. Behavioral analysis may
provide a suitable approximation to global knowledge, being particularly use-
ful when the agents possess a fixed set of discernible or communicable actions.
In many applications, particularly those in which accomplishing the task is
more important than how the agents accomplish the task, local control may
provide a suitable approximation to the optimal group behavior, eliminating
the need for the use of global knowledge. Global knowledge should be used
to provide general guidance for the longer-term actions of an agent, whereas
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local knowledge indicates the more short-term, reactive actions the agent
should perform within the scope of longer-term goals.

In [Ark92], Arkin demonstrated that sometimes cooperation between
robotic agents was possible even in the absence of communication, how-
ever this is a weak form of cooperation and it may me very inefficient. In
[ABN93], Arkin et al. described a research work that has as main goal to
create a foundation theory to specify, for a given task, the most reliable,
efficient and robust means of interaction between robots. It was described
a simulation study of a multi-agent foraging task. It was found that inter-
robot communication of state improves performance. In [BA94|, Balch et
al. presented the continuation of the previous work. It was described a
number of simulation experiments of three tasks: forage task, in which an
agent wanders about the environment looking for items and then attaches
and returns them to a specified home position; consume task, in which an
agent wanders about the environment to find items, attaches them and then
performs work there; and graze task, in which the agents must completely
cover or visit the environment. Simulations were constructed using different
levels of communication, including no communication, state communication
(information concerning the internal state of agents) and goal communication
(specific goal-oriented information). These three levels corresponded to the
three types of interaction referred previously (via environment, via sensing
and via communication, respectively). In this particular experiments, goal
communication was considered more complex than state communication, be-
cause the former type was implemented as an interaction via sensing, while
the latter one was implemented via explicit communication. The general
findings of this work were: (1) communication improves performance signif-
icantly in tasks with little implicit communication (e.g. forage task); (2)
communication appears unnecessary in tasks for which implicit communica-
tion exists (e.g. consume and graze tasks); (3) more complex communication
strategies offer little benefit over basic communications.

3.4.4 Awareness and modeling of other agents

Awareness capabilities of individual agents means their capacity to model
other teammates’ beliefs, goals, states and actions, by using different com-
munication structures. The awareness level of the team members has strong
influence on whether the group architecture is more reactive or deliberative
(explicitly coordinated). One way to provide agents with sufficient aware-
ness is developing sophisticated perception abilities, relying mostly on im-
plicit communication and minimizing the need for explicit communications
among team members. On the other hand, if an agent has limited percep-
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tion abilities, it can be aware of other agents by constructing a world model
mostly based on information explicitly communicated among team members,
through a given communication channel.

There have been some studies about the correlation between performance
and awareness in cooperative multi-robot tasks [Mat92b, Par95, Tou00]. The
main challenge of multi-robot cooperation is to overcome interference and to
achieve at least linear (break-even point), or preferably super-linear, im-
provement in efficiency [Mat92b] (see page 37 for a reference to the speedup
measure).

In [Mat92b], Mataric addressed the problem of distributing a task over a
collection of homogeneous mobile robots, in a homing task. It was applied a
distributed control approach and different communication constraints. The
main goal was to explore the interaction between computation and dynamics
of the individual robots of a collective, taking the most advantage of the
dynamics. The robots either acted in ignorance of one another (no aware-
ness), informed coexistence, or intelligently cooperating with one another. If
robots have no awareness, they behave as they were the only existing robots
in the environment, i.e. all perceivable objects, not related with the task, are
classified as obstacles (including other robots). In the informed coexistence
case, the robots have the ability to sense each other, discriminating obsta-
cles from other obstacles. In the latter case, each robot has a virtual sensor
that provides a measure of the local population density and the population
gradient. It was experimentally demonstrated that the ability to distinguish
other robots from the rest of other objects in the worlds (increasing aware-
ness) provides sufficient power to overcome interference, because trading off
individual autonomy for collective behavior renders better efficiency than
individual greedy strategies.

In [Par95], Parker investigated how the extent to which robot team mem-
bers are aware of, or recognize the actions of their teammates, and the extent
to which they use this information to effect their own actions, has impact
on the cooperative team performance. With this purpose, it was performed
some experiments with collectives whose members could and could not be
aware of other collective members. Those experiments performed a puck-
moving mission, varying the number of robots (redundancy) and the level of
awareness the robots had of the actions of their teammates. Some conclusions
that were extracted are: (1) according to an energy metric of performance,
performance is improved with awareness, regardless of the team size, because
replicated actions are prevented; and (2) redundancy may be more important
than awareness, if a significant part of the mission consists of tasks whose
effects can be sensed through the world.

In [Tou00], Touzet investigated awareness in the context of learning.
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Learning involves the exploration of the search space to gather information
about the task, and exploitation of the data, usually through generalization.
The main restriction to the use of learning comes from the size of the search
space, which increases almost exponentially in the number of team members,
if it is used high awareness and/or explicit communication. Awareness of
other robots implies the addition of several dimensions to the search space.
It was investigated the impact on the search space size of cooperation mech-
anisms with various levels of awareness, through a cooperative multi-robot
observation of multiple moving targets. Each level of awareness was evalu-
ated by the number of inputs on each robot as a function of the number of
robots, under the assumption that all robots have at least n sensor inputs
(lower level awareness). For the higher-level awareness (complete awareness),
each robot has (n - N) inputs when the team has N different robots (each
robot is provided with the n inputs of each robot in the team). The preferable
situation would be able to provide awareness independently of the number of
robots, so as the learning team scalability would be guaranteed. In this case,
the number of inputs provided to each robot would be n + §, with § < N,
where § represents the knowledge about all the other members of the group.
Although it was not specified how to obtain such knowledge, it was proposed
a generic method for estimating ¢, as a function of the maximum number of
neighbor robots, which depends on the workspace area, awareness range and
robot policies.



Chapter 4

Cooperative multi-robot
systems architectures

Robotics researchers are faced with the task of engineering machines that
gather information about their world via sensors, reason and effect action via
actuators [Jun98]. This definition led to the classical Artificial Intelligence
approach to robotics, known as sense-plan-act paradigm (Figure 4.1) (}). In
the 1980s, many robotics researchers began to realize that this approach failed
to be scalable to real environments. A control system for a completely au-
tonomous mobile robot must perform many complex information-processing
tasks in real time. Moreover, if that robot is designed to act in a dynamic and
complex environment, it must process sensory information change rapidly
[Bro86]. The sense-plan-act paradigm decomposes such control problem into
a series of functional units, illustrated by a series of vertical slices in top of
Figure 4.2 (). After analyzing the computational requirements for a mobile
robot and recognizing that an iteration of the sense-plan-act cycle resulted
in response times that were long for many robotic tasks, Brooks proposed
in [Bro86] a different decomposition of the problem (bottom of Figure 4.2),
which has been denoted as behavior-based control. Those requirements were:

o Multiple Goals — often a robot will have multiple goals, which may be
conflicting;

o Multiple Sensors — a robot will likely to have multiple sensors that are
not error-prune and some of them may lead to inconsistent readings;

e Robustness — when some sensors fail, the robot should be able to adapt
and cope by relying on those still functional;

'Figure reproduced from [Jun98].
2Figure reproduced from [Bro86].
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Figure 4.1: The sense-plan-act paradigm.

o Fatensibility — it should be possible to add more sensors and capabilities
to a robot, without need to completely rebuild its controller (e.g. more
processing power to support processing information from new sensors).

Based on this vertical decomposition of the problem, Brooks proposed
in [Bro86| the subsumption architecture (Figure 4.3) (3). This architecture
presents some interesting properties, such as:

o Multiple goals and sensors — it is a functional decomposition that im-
plements in each layer a level of competence, with higher level layers
subsuming the roles of lower level layers when they wish to take control,
or they execute concurrently;

e Robustness — failure of a higher level behavior (probably more complex)
does not mean that robot fails to execute its task and robot continues
to execute it at a lower level of competence;

o Fatensibility — the functional decomposition allows to add new layers
of control to an existing set, which can be debugged without disrupting
the functioning of the lower ones that have been already well debugged.

3Figure reproduced from [Bro86).



Cooperative multi-robot systems architectures 53

§ |3
c = -
s | 2]l=2|s5| <z
= = = o 9]
SENSOIS m— o [0 = o ¢ | =——— actuators
[&] -U A
o o] @ © o
[ £ =9 o =
o o o
@ E
B
build maps
explore
SEensors i~ p actuators
wander

avoid objects

Figure 4.2: Classical Artificial Intelligence (top) vs. behavior-based (bottom)
decomposition.

In [Mat92a, Mat99], Matari¢ defined the three basic types of control ar-
chitectures: purely reactive, behavior-based and planner-based. Purely re-
active systems, typically encountered in swarm cooperation, achieve rapid
real-time responses by embedding the robot’s controller in a collection of pre-
programmed, concurrent condition-action rules with minimal internal state.
Such reactive systems are limited by their lack of internal state, which makes
them incapable of using internal representations and learning new behaviors.
Although behavior-based systems, (following the subsumption architecture)
are also developed bottom-up, they overcome the reactive systems limita-
tions, because they can store state through its underlying unit of representa-
tion: behavior. Planner-based systems, usually following the sense-plan-act
paradigm, are top-down and require the robot to perform a sequence of pro-
cessing sense-plan-act steps, which sometimes compromises their application
on real-time applications.

Any control architecture must answer the “what I do next?” question,
which is known as the action selection problem. In behavior-based systems,
this is known as the behavior arbitration problem or as behavior coordination
[PMO00]. This is a resource allocation problem because there is usually lim-
ited available time, energy, computation, sensors and actuators. There have
been many different action selection mechanisms employed in robot control
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Figure 4.3: The subsumption architecture.

systems, which can be divided on arbitration and command fusion (Figure
4.4) (*). While in the former case a behavior is selected from a group of
competing ones and give it ultimate control of the system until the next se-
lection cycle, in the latter case, mechanisms combine recommendations from
multiple behaviors to form a control action that represents their consensus
(cooperative coordination). Priority-based arbitration ensures that only one
behavior is active at any given time: the one with the highest priority. State-
based mechanisms include the discrete event systems formalism and Bayesian
decision theory. In winner-take-all mechanisms, action selection results from
the interaction of a set of distributed behaviors until one wins and takes con-
trol of the system. Voting techniques interpret the output of each behavior
as votes for or against possible actions and the action with the maximum
weighted sum of votes is selected. Superposition techniques combine behav-
ior recommendations using linear combinations (e.g. potential-fields [KKha86]
and motor-schemas [Ark89]). Fuzzy mechanisms have several contact points
with voting techniques, but notions of fuzzy logic (e.g. inference) are used
to formalize the action selection processes and enable new mechanisms like
context-depending blending [Saf97, SR01], which allow for weighted combina-
tion of behaviors. Multiple objective approaches provide a formal approach
based on multiple objective decision theory [PMOO0].

Since fostering cooperation among robots necessarily requires adequate
and effective control of each individual robot, the single-robot control frame-
works referred above naturally influence the cooperative multi-robot archi-
tectures that have been proposed in the last decade. Moreover, those multi-
robot architectures can be broadly categorized on swarm (reactive) coopera-
tion and explicit cooperation.

4Figure reproduced from [PMO0)].
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Figure 4.4: Classes of behavior coordination mechanisms.

4.1 Some representative swarm-based case stud-
ies

In [Ben88|, Beni proposed the concept of cellular robotic systems (CRS).
This is a system composed of a large (but finite) number of simple robotic
units capable of accomplishing, collectively, relatively complex tasks through
cooperation. Its main characteristics are reliability and the ability to self-
organize and self-repair. The robotic units are autonomous because there is
no central controller, nor shared memory, nor synchronous clock. A swarm
is a distributed system inspired on CRS, with a large number of autonomous
robots, usually with no differentiation among members. Self-organization in
a swarm is the ability to adequately distribute itself for a given task, e.g.,
via geometric pattern formation or structural organization. Interaction takes
place by each cell reacting to the state of its nearest neighbors. Mechanisms
for self-organization have been studied in different contexts, such as large-
scale displays and distributed sensing [HB91, HB92, JL.B94].

CEBOT (CEllular roBOTics System) [UF93a, UF93b] is a decentralized,
hierarchical architecture, based on the concept of cellular robotic systems
[Ben&8|, and inspired by the cellular organization of biological entities. CE-
BOT is dynamically reconfigurable, because basic autonomous cells (e.g.
robots) dynamically reconfigure their structure to an adequate configura-
tion in response to changing environments. CEBOT'’s hierarchy has master
cells that coordinate subtasks and communicate with other master cells. In
[UF93b], Ueyama and Fukuda studied the formation of structured cellular
modules from a population of initially separated cells. CEBOT’s commu-
nications requirements have been extensively studied and various methods
have been proposed that seek to reduce communication requirements, by in-
creasing the awareness level of individual cells, i.e. enabling them to model
the behavior of other cells (e.g. [FS94]). Under the influence of the subsump-
tion architecture [Bro86], Cai et al. proposed in [CFA'95] a new behavior
selection mechanism, based on two matrixes: the priority matrix and the
interest relation matrix.
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One of the popular domains for the study of cooperative behavior in
distributed artificial intelligence is the pursuit game or the predator-prey
game, in which the predators try to capture the prey or surround it so that
it cannot move anywhere. In [Kor92], Korf investigated a simple solution to
the pursuit game, based on an attraction force to the prey and a repulsive
force from the other predators. The main conclusion of this work is that
explicit cooperation is rarely necessary or useful in the pursuit game, and
perhaps more broadly. This work supports the idea that much coordination
and cooperation, in both natural and man-made systems, can be viewed as
an emergent property of the interaction of greedy agents maximizing their
particular utility functions in the presence of environmental constraints.

In [KZ94], Kube and Zhang investigated mechanisms used to invoke group
behavior, allowing a system of robots to perform tasks without centralized
control or explicit communication. Some experiments with a system of five
mobile robots, capable of achieving simple collective tasks, like pushing boxes,
have shown that decentralized control without communication can be used
in performing cooperative tasks requiring collective behavior. In [KB00], it
is described a solution to the problem of cooperative transport of boxes by
a group of robots, which is based on how ants cooperate in collective prey
transport. The experimental setup consisted of a robot environment, in which
various boxes were placed along with two spotlights used to indicate final goal
positions, and a set of identical mobile robots. In total, over 100 box-pushing
trials were run using from one to 11 robots, four different box types and three
different venues. The robots did not make use of any form of explicit or direct
communication. Given that the implementation of individual robot behavior
was based on ant behavior, the dynamics of the swarm of robots was very
reminiscent of the emergent cooperative dynamics of ants.

In [BHD94], Beckers et al. illustrated the concept of stigmergy (com-
munication by means of modifying the environment) through the implemen-
tation of a robot experiment of collective pile formation. The robot team
was a loosely coupled team, without explicit communication. Each robot
was equipped with IR sensors, to detect obstacles, and a force sensor, trig-
gered when more than two pucks were pushed; these sensors implemented
three simpler behaviors: if some IR sensor had detected some obstacle (not a
puck), the robot turned away from obstacle through a random angle; if force
sensor had been activated, the robot pucks were dropped, reversing the mo-
tors for one second and turning away to a random angle; the default behavior
was moving forward until some sensor was activated. After being positioned
in the center of the work area and oriented randomly, robots started to move
pucks; initially a few small piles were formed; gradually, the piles were aggre-
gated, because when a robot detected it was pushing more than two pucks,
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it dropped them; by adding pucks to a pile, a robot made the pile larger
and was voting for that pile to be the largest (stigmergy); at the end of the
experiment, all pucks were in a single pile.

In [Mat92b, Mat93, Mat94, Mat95|, having the subsumption architecture
[Bro86| as framework to control a single robot, Matari¢ addressed the syn-
thesis and analysis of group behavior and learning in complex environments,
based on the belief that intelligent collective behavior in a decentralized sys-
tem can result from local interactions based on simple rules. Based on the
definition of a set of basic behaviors — safe-wandering, following, aggrega-
tion, dispersion and homing — it was developed a methodology that uses
basic behaviors to generate various robust group behaviors, like flocking and
foraging, through combination operators. The combination may be direct, by
summation, or temporal, by switching. The generation of these more complex
behaviors tries to maximize the synergy between agents, while minimizing
inter-agent interference. It is also introduced a formulation of reinforcement
learning, using behaviors as the unit of representation, that allows a group
of agents to learn complex tasks by learning to select the basic behavior
set. The new formulation of reinforcement learning consists of using condi-
tions and behaviors for more robust control and minimized state-spaces, and
a reinforcement shaping methodology that enables principled embedding of
domain knowledge with two types of shaping functions: heterogeneous re-
ward functions and progress estimators. The proposed swarm architecture
was implemented and validated both in simulation and in groups of up to 20
real robots (Figure 4.5) (%).

In [BA9S8], Balch and Arkin presented a behavior-based approach to robot
formation-keeping. The goal was to keep in formation teams of up to four un-
manned ground vehicles intended to be fielded as a scout unit by the United
States Army. Formations allow individual team members to concentrate
their sensors across a portion of the environment, while their partners cover
the rest. Besides military applications, the formation control is applicable
in other domains, such as search and rescue, agricultural coverage tasks and
security patrols.

The formation behaviors were implemented using schema-based reactive
control [Ark89]. Schema based systems are a form of reactive control that
make the fusion of different behavioral outputs through vector summation, in
a manner analogous to the potential fields method [Kha86]. In these systems,
each task component is coded as a separate behavior and outputs a vector
indicating which direction the robot should travel. The vectors of all task
components are further multiplied by a gain (a weight), summed and normal-

SFigure reproduced from [Mat94].
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Figure 4.5: Some of the robots used to validate the group behavior method-
ology proposed by Matari¢ (1994).

ized to command the robot’s movement. In [BA9S8|, several motor-schemas
— move-to-goal, avoid-static-obstacle, avoid-robot and maintain-formation
— implement the overall behavior for a robot to move to a goal location
while avoiding obstacles, collisions with other robots and remaining in forma-
tion. Endemic problems of potential fields techniques, such as local maxima,
minima and cyclic behavior, were dealt with an additional motor-schema —
noise — that generated movement in a pseudo-random direction. For in-
stance, Figure 4.6 (°) depicts how the magnitude of the maintain-formation
vector is computed. This vector is always in the direction of the desired
formation position, but the magnitude depends on how far the robot is away
from it. Several robot formations were considered, namely diamond, wedge,
line and column. The approach was demonstrated on simulations (Figure
4.7) (), on laboratory robots and on real scout units of the United States
Army.

The work was continued in [BH00] to overcome several limitations of the
seminal work, such as extending the technique to larger groups (more than
four robots), and enabling that robots are not assigned to particular loca-
tions, but are instead attracted to the closest position in the formation. For
these purposes, it was developed a novel perceptual technique to determine
the proper formation position of a robot, using the concept of attachment
sites. Each robot has several local attachment sites other robots may be
attracted to. Using different attachment sites configurations, it is possible to

6Figure reproduced from [BA9S].
"Figure reproduced from [BA9S].
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Ballistic Zone
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Figure 4.6: Zones for the computation of maintain-formation motor-schema.
In the controlled zone, the magnitude varies linearly from a maximum at the
farthest edge of the zone to zero at the inner edge. In the ballistic zone, the
magnitude is set to a maximum. In the dead zone, the magnitude is zero.
The dead zone provides tolerance to positional uncertainty, being its radius
greater than or equal to the errors associated to this uncertainty.

Figure 4.7: Four robots (small black dots) moving in formation, while avoid-
ing obstacles (larger black dots). From left to right: diamond, wedge, line
and column formations.
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N

Figure 4.8: Attachment site geometries for different formations. From left to
right: diamond, line, column and square.

configure different formations, with an arbitrary number of different robots
(Figure 4.8) (8).

4.2 Some representative explicit cooperation
case studies

There are mainly two bodies of research applicable to intentional or explicit
cooperation: first, several researchers addressed the cooperative problem
by using traditional Artificial Intelligence planner-based approaches, usually
based on sense-plan-act paradigm and sometimes making reasonable assump-
tions about robot capabilities; second, behavior-based approaches that try to
foster robustness and adaptability of the cooperative team, through situated,
embodied, and sometimes learning physical robots.

4.2.1 Sense-plan-act based approaches

In [AMIS9], Asama et al. presented the ACTRESS robot system, whose
main objective was to develop the technology to synthesize multiple robotic
elements. It was designed after analyzing the requirements of maintenance
tasks in nuclear power plants. It was found that parallel action by multiple
workers (e.g. robots) and their cooperation are essential in that context.
ACTRESS (ACTor-based Robot and Equipments Synthetic System) is based
on the classical universal modular ACTOR formalism, from Artificial In-
telligence. This formalism provides a computational model in information
processing, in which data structures and control structures are inseparably
represented by a single kind of objects, called actors, and message pass-
ing between them. Robotic components were defined as robotors (robotic

8Figure reproduced from [BHOO].
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actors), as being autonomous components that have at least two basic func-
tions: an ability to make decisions and an ability to communicate with any
other components for parallel tasks, so that interference in components’ mo-
tion is avoided or cooperative tasks are performed. These robotic actors are
not necessarily robots and they can be information systems, such as intel-
ligent sensors or knowledge base systems. ACTRESS is composed of a set
of robotors, which usually have different structure and functions and em-
body a distributed system connected by a communication network. There
are two possible communicating conditions: when a robotor acts indepen-
dently and is only required to monitor the status of other robotors with
occasional communication; and when a robotor executes a task cooperating
with other robotors and is required to share the control signals with frequent
communication. Communication in ACTRESS defines two independent pro-
tocols: a communication protocol to guarantee a reliable as possible data
transmission; and a message protocol that defines a common syntax for com-
munication. The latter one defines five different levels of communication,
namely, control (e.g. control signals), physical (e.g. position, velocity, etc.),
procedural (e.g. procedures to operate protocols), knowledge (e.g. knowl-
edge about environment) and conceptual (e.g. intentions, objectives, etc.).
ACTRESS also addresses task assignment and path planning among het-
erogeneous robotors, forming a negotiation framework that allows robots to
recruit help when needed. In [AMI89], it was experimented through a mov-
ing obstacles task by micromouses. There were objects that could be moved
by a single micromouse (light) and heavier objects that required cooperation
of two micromouses to push it.

In [CCL*90], Caloud et al. describe the GOFER project whose goal is
to control the operation of many mobile robots in an indoor environment
(e.g. office, shop-floor, airport, etc.), using traditional Artificial Intelligence
techniques. It is described a sense-plan-act architecture which includes a task
planner, a task allocation, a motion planner and an execution monitor. Each
robot obtains goals to achieve either based on its own current situation, or
via a request by another team member. The central planner communicates
with all robots and has a global view of both the tasks to be performed and
the availability of robots to perform the task. The central planner generates
plan structures, comprising action hierarchies and sets of constraints, and
informs available robots of the pending goals and plan structures. A plan
structure can be viewed as a template for an instance of a plan. Further,
task allocation uses a partially centralized method to allocate tasks to robots
with respect to task characteristics and robot availability. Robots use a task
allocation algorithm similar to contract net protocol [Smi80] to determine
their roles and generate an instance of a plan, satisfying the constraints
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included in the plan structure. The motion planner is distributed and once
a robot is allocated to a task, it is responsible for its own motion planning.
Hierarchical Petri nets are used for interpretation of the plan decomposition
and execution monitoring. The architecture was successfully used with three
physical robots performing simple tasks, such as box-pushing and tracking
walls in a corridor.

In [YP92], Yuta and Premvuti advised that the main challenge in design-
ing an intelligent robot is to configure the proper balance between autonomy
(in terms of decision making) and cooperation. Based on this assumption, it
was proposed three levels for a multi-robot system, in which there is a com-
mon objective and each robot also has its own objectives: (1) a task speci-
fying level, which specifies the common objectives of the system and assigns
subtasks or roles to each robot by a centralized decision making process; (2)
a robot objectives level, in which a robot works to achieve its objectives; (3)
and a solving deadlock level, in which two robots are responsible for solving
a deadlock problem (a common objective of the two robots) that is centrally
solved by one of them. Thus, decision-making is continually switched be-
tween centralized and distributed modes. Most of the time, robots operate
autonomously pursuing their own objectives and not disturbing each other.
When the task must be specified or when a deadlock arises, the robots oper-
ate under centralized control, loosing some autonomy. A convention, denoted
as modest cooperation, was proposed to deal with disturbances among robots,
when there is a need to share the use of resources. For example, when a robot
recognizes that a collision may occur if it tries to access the shared resource,
it lets the other robot use it. In this case, if a deadlock arises (robots are
waiting each other) it is centrally solved by one of the robots.

In [LH97], Lin et al. defined the object-sorting task (OST), which is a
combination of foraging and cooperative transport. OST includes searching
for objects in a wide area and transporting those objects to their destina-
tion (each found object has its own destination). As some objects (large
objects) require more than one agent to be transported, explicit cooperation
is needed to accomplish successfully the OST. This task abstracts parallelism
and cooperation in just one task and it was used to study two cooperation
protocols: help-based cooperation protocol (HCP) and coordination-based co-
operation protocol (CCP). In both protocols, the working area is partitioned
into disjoint sub-areas, and each sub-area is assigned to one agent, which ex-
haustively searches its sub-area. In HCP, when an agent finds a large object,
it immediately requests help and then selects its partners from the agent will-
ing to offer help. After there are enough agents arriving at the found object,
the group of agents cooperatively transports the object to its destination.
Since each agent autonomously selects its partners, simultaneous selection of
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partners may cause a deadlock. Several schemes were presented to handle
deadlocks. In C'CP, instead of requesting help once an object is found, an
agent broadcasts the object’s information to the group. As each agent has
access to the information relative to all objects that have been found by the
group, each agent makes its optimal decision and negotiates with the others
for a global object transportation sequence. These negotiations take place in
predefined coordination points, e.g., once some predefined number of objects
have been found. Then, each agent moves objects according to its object
sequence. Some social rules were employed in order to minimize the negoti-
ation overhead. The performance of both protocols was compared through
simulations and it was found that CCP is better than HCP. However, CCP
uses more communication resources to maintain the global knowledge and to
coordinate through negotiations.

In [LVAC99], Lima et al. introduced a three-level architecture for a team
of fully autonomous mobile robots. Although the decomposition in three lay-
ers was inspired in a known multi-agent systems approach, innovative work
was developed for inter-agent negotiation and role assignment. Complexity is
reduced by the decomposition of team strategies (what should be done) into
individual behaviors, which in turn are composed of primitive tasks. The set
of behaviors assigned to each robot is designated as the tactics (how to do it)
for a given strategy. The architecture is layered in organizational, relational
and individual levels. The organizational level is modeled as a state-machine
that establishes the strategy to be followed by the whole team, given the
team and world states. The team state corresponds to the current set of be-
haviors under execution. The relational level establishes relationships among
robots through negotiation. The robots are endowed with a individual and
team goals and negotiate the adequate tactics (a recipe) to pursue the strat-
egy defined by the organizational layer, using concepts inspired on the joint
intentions framework [CLI1]. Individual behavior level encompasses all the
available robot behaviors and their relations. A behavior is decomposed in
a set of purposive (with a goal) primitive tasks sequentially and/or concur-
rently executed. Each behavior is modeled as a state-machine, being each
primitive task a sense-think-act loop, which is a generalization of a closed
loop control system. The logical conditions that determine the execution of
the sequence of primitive tasks are defined over a predicate set. The world
model that provides information to the relational and organizational levels
is implemented as a distributed blackboard, which can be viewed as a global
shared memory and event-based communication. This architecture has been
validated in a robot soccer team, which has participated in the RoboCup’s
middle-size league competitions.

Alami et al. from the LAAS/CNRS (France) have been involved in the
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MARTHA project, which addresses the control and the management of fleets
of autonomous mobile robots for transshipment tasks in harbors, airports
and marshaling yards [AFH"98]. The project’s most challenging problem is
multi-robot cooperation with as little as possible centralized control, evolving
in already existing open sites, not designed specifically to that application
and that may be traversed by other vehicles. The proposed decentralized
approach only requires local communication between the robots and a low
bandwidth intermittent communication with the central station. It gives
more autonomy to the vehicles to allow them to cope with unexpected events
and obstacles and inaccurate environment models. This autonomy is accom-
plished providing robots with advanced sensory and perceptual capabilities
(localization, obstacle detection and modeling), as well as planning and de-
liberation through local communication and coordination. Robots incremen-
tally determine the resources they need, taking into account the execution
context.

The LAAS’s architecture [AFH'98] is composed of a central station (CS)
and a set of autonomous mobile robots able to communicate with each other
and with the CS. Both the CS and the robots make use of the same descrip-
tion of the environment when pursuing specification, robot navigation, or
multiple conflict resolution. The environment model is a topological and ge-
ometrical representation of the environment, consisting of areas, routes and
crossings. Although it is minimized the usage of a CF, it is still necessary
to plan the transshipment operations and the routes the robot should use.
However, the required communication bandwidth between the CS and the
robots is low and the required processing power in the CS is not very sig-
nificant than would be in a completely centralized system, because the CS
neither intervenes in the robot plans coordination (e.g. in crossing areas),
nor plans the precise trajectories that are executed by the robots. Each robot
receives its mission from the CS and then performs it on its own. In doing
that, it refines the mission and plans its routes and trajectories. The result-
ing plans are further coordinated with the plans of other robots. While the
robot executes its mission, it also monitors critical situations (e.g. unknown
obstacles) and reports unrecoverable action failures to the CS that need ex-
ternal assistance (e.g. by a human operator). Alami et al. developed the
plan-merging-paradigm [AFHT97], which is used by the autonomous robots
to refine, plan and coordinate route sections and crossings use, as well tra-
jectories in open areas. It is a domain independent multi-robot cooperation
scheme, which is applicable to systems that involve simultaneous operation
of several autonomous agents, each one seeking to achieve its own task or
goal. The basic idea is that whenever a robot produces a plan that makes
use of some kind of resources (e.g. trajectories), it must validate it in the



Cooperative multi-robot systems architectures 65

current multi-robot context. With this purpose, it advertises it and collects
from other robots the plans that specify how they plan to use those resources,
as well as the right to perform its plan coordination (tokens used for mutual
exclusion). Further, the robot merges its own plan with the other robots’
plans, produces eventually a coordinated plan (if it is possible) and informs
the other robots of events occurrence of which it wants to be informed, so that
it can synchronize itself with those events. Although it is not claimed that
this merging approach may not always solve multi-robot planning problems,
it is claimed that it is safe and guarantees a coherent collective behavior.
The approach was validated with a large number of emulated robots under
a Unix simulator and with three mobile robots in laboratory.

In [Bot00, BA0O], Botelho and Alami extended the previous work with
the LAAS’s coordination architecture, in order to accomplish more com-
plex and generic missions requiring autonomous and deliberative agents with
the ability of planning their actions, perform their tasks in a coherent and
non-conflict manner and cooperatively enhance their performance. Any au-
tonomous multi-robot system should address the decomposition of a mission
into tasks (mission planning), the allocation of the obtained tasks among
the available robots and the task achievement in a multi-robot context. The
work only addresses the latter issue, assuming that a set of autonomous
robots have been given a set of partially ordered tasks (e.g. the output a
central planner). However, the allocated tasks cannot be executed and re-
quire further refinement to cope with a multiplicity of uncertainties. Thus,
after the robot has synthesized its own plan for achieving the allocated tasks,
it is necessary to avoid and/or solve conflicts and to enhance the efficiency
of the system. In order to address the latter issue, Botelho and Alami devel-
oped the M+ cooperative task achievement [BA99], which have the following
features: opportunistic action re-allocation when some robot opportunisti-
cally detects that it will be beneficial for the global performance if it could
perform an action that was originally planned by another robot; suppression
of redundancy, when various robots have planned the execution of redundant
actions; and incremental/additive actions, which allows the robots to detect
an action originally planned by one robot can be incrementally achieved by
several robots, being this beneficial to the global performance. The M+ main
ingredients are a world description, a set of social rules and their use in a
cooperative decisional process based on incremental planning, as well as on
a set of mechanisms for plan adaptation. The world description is described
through two sets of predicates: stable and evolutionary predicates. While
stable predicates represent constant environment features, evolutionary pred-
icates represent features that can be changed and whose modification can be
planned. In the latter set, there is the exclusive predicates subset, which rep-
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resents features that can only be changed by the robot itself. After a robot
has been allocated to a task, it produces its individual plans, which are
further incrementally adapted to the multi-robot context, through a negoti-
ation process with the other robots. The planning and negotiation activities
are constrained by a set of social rules, which facilitate the production of
merge-able plans. Each social rule is associated to an obligation level, which
helps to distinguish between rules that must be systematically respected and
rules that can be deferred (planned but not necessarily executed). The pro-
posed cooperative multi-robot task achievement involves: task planning, a
purely internal activity that produces merge-able plans; plan negotiation,
which adapts the plan to the multi-robot context; and effective plan execu-
tion. The two latter activities are performed in a critical section, in order to
ensure a coherent distributed mobile robot plan management and execution.
The negotiation activity is based on auctions. This cooperative decision pro-
cess was demonstrated through a simulating model of a hospital, where three
robots execute servicing tasks.

4.2.2 Behavior-based approaches

In [WMOO], Werger and Matari¢ presented the broadcast of local eligibility
(BLE), a general tool for coordination between robots, which extended the
port-arbitrated behavior paradigm across a network of robots. The goal was
to demonstrate that behavior-based systems, restricted to well-defined port-
arbitrated interactions, could scale to higher levels of competence than was
generally assumed. BLF is comprised of three specific ports: local, best
and inhibit. Each robot makes a local estimate of its own eligibility for a
given task, which is derived from the robot’s own sensors. This eligibility
is written to the appropriate behavior’s local port, which is connected so
as to broadcast the estimate to the best port of each behavior of the same
name, on every robot on the local network. The best port filters all the
incoming messages for the maximum. A comparison is made between the
locally determined eligibility (local port) and the best eligibility (best port).
When a robot’s local eligibility is best for some behavior, it writes to its
inhibit port, which is connected so as to inhibit the peer behaviors on all
other robots. As this is an active inhibition, if a robot fails to execute a
task, the task is immediately freed for potential takeover by another robot.
BLFE was validated in a multi-target tracking task. It was shown that BLE-
based systems are able to dynamically reconfigure themselves in order to
allocate resources in response to task constraints, environmental conditions
and system resources.

In [GMOO], Gerker and Matari¢ described a framework for inter-robot
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communication (interaction via communications) that is used to dynami-
cally allocate tasks in teams of cooperative mobile robots. Towards this
end, it was proposed Murdoch, a principled, resource-centric, completely dis-
tributed, publish/subscribe communication model, which makes extensive
use of explicit communication. It offers a distributed approximation to a
global optimum of resource usage, which is equivalent to a greedy scheduler.
The communication model is a broadcast-oriented blackboard model, in which
messages are addressed by content (subject) rather than by destination. In
order to allocate a given task, it is used a simple auction, somewhat similar
to the contract nets protocol [Smi80], in which each capable agent evaluates
its own fitness for the task. The auction’s winner is committed to perform
the task until success of failure. Murdoch was validated in two different task
domains: a short-term tightly-coupled cooperative box-pushing task by a
team of three robots; and a long-term loosely-coupled multiple target track-
ing task, with many robots executing a collection of independent single-robot
tasks.

In [MS01], Matari¢ and Sukhatme addressed the problem of dynamic
task allocation in a group of multiple robots satisfying multiple goals, focus-
ing on three studies: a first opportunistic approach using broadcast of local
eligibility (BLE) and mutual inhibition among robots [WMO00]; a second
commitment approach using Murdoch, a task allocation mechanism based on
market-based auction [GMO00]; and a third approach for studying the trade-
off between opportunistic-based and commitment-based task allocation. The
three approaches to multi-robot coordination can be viewed using a common
framework: all use communication among the robots through a blackboard.
Each robot sends its relevant state communication to the blackboard at a
fixed frequency and all robots read the blackboard information at a lower
frequency. In the third approach, an emergency-handling problem, inspired
on planetary exploration, was used to compare the impact of opportunistic
vs. commitment, which is the main difference between BLE and Murdoch. 1t
was used a set of three homogeneous robots and four different alarms. Decid-
ing which robot should go where and when, was viewed as a dynamic (robots
did not know the alarms a priori), distributed (multi-robot solution) and ro-
bust (to failure of individuals) scheduling algorithm. The property of a robot
might hear an alarm before it saw the emergency was realistically simulated
through the development of sound-emitting alarms detectable by the robots’
microphones, before the robots were within visual range of the sound source.
In the context of this experience, commitment means that, once assigned,
a robot stays dedicated to handling a particular alarm, until the alarm can
no longer be detected. Instead, opportunism means that a robot can switch
alarms, if for example it detects another alarm with greater intensity or pri-
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ority. The study showed that the opportunistic strategy worked significantly
better that the commitment-based strategy, because the time taken by a robot
to reach the source of an alarm was significantly larger than the time it took
a robot to fix an alarm, once a robot was there.

In [Jun98], Jung proposed the ABBA architecture (Architecture for Be-
havior Based Agents), which supports the distributed planning of cooperative
behavior in behavior-based multi-robot systems. The basic idea was to ex-
tend the action planning between behavior elements within a single agent (an
action selection problem) to the cooperative action planning between behav-
ioral elements distributed by different agents, which are able to communicate.
The proposed architecture took inspiration in interaction schemes observed
in biological systems, which are usually layered. Layering aids to manage
complexity and increases the robustness of the system, because the failure
of a high-level behavior will not cause the failure of the system to complete
its task, but only a temporary reduction in performance. Each layer builds
the sophistication of cooperation and communication by relying on the layers
below it and sophistication of the communication scales with that of coop-
eration. Four layers were implemented for the solution of a cleaning task
by two cooperative robots. The first (lower) layer implemented emergent
cooperation, where the behavior of each robot was designed so that collective
interaction solves the problem. In this lower layer, there was no awareness
in the robots, no communication and no map learning. The second layer
implemented cooperation by passive observation, adding the capacity for one
robot to visually identify and track the other. This awareness increasing,
in combination with limited reasoning about the actions and intentions of
the other robot, provided performance-enhancing information when in vi-
sual range. The third layer implemented a cooperation scheme by explicit
communication, which enhances the knowledge of one robot about the ac-
tions of the other. The fourth (upper) layer implemented cooperation by
planning, which considered speech acts as interactions that affect the other
robots’ actions. This upper layer employs communication involving sym-
bolic language for which is given a shared grounding (e.g. location labeling),
although the robots have different sensory systems. The shared grounding
in the behavior-sensor space of each robot is used to jointly plan actions,
learn a spatial topological map of the environment and purposively navigate
by it. The architecture was validated in a cleaning task by two coopera-
tive robots with different sensory capabilities, which vacuumed up scattered
pieces spread over the floor, including close to the walls and around furni-
ture. One of the robots was vision-based and could not clean close to the
walls, while the other one was based on whiskers that enabled it to follow
walls, clean near to the walls and detect frontal obstacles. Results showed
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that symbolic communication of location information significantly enhanced
the team performance on the cleaning task.

One of the most referenced architectures for cooperative systems is AL-
LIANCE, which was proposed by Parker [Par94, Par98]. ALLIANCE is a
behavior-based approach to the control of small-to-medium teams of multiple,
loosely coupled and heterogeneous robots. It is supported in Brook’s sub-
sumption architecture [Bro86|, with three levels of control (Figure 4.9) (?).
Robots are assumed to be able to sense, with some probability, the effects
of their own actions and the actions of other robots, through perception and
explicit broadcast of information. For this purpose, the highest level, desig-
nated as motivational behaviors, models the impatience and the acquiescence
of the robot. Impatience measures the attitude of a robot towards the other
robots in the team, increasing when the performance of the other robots is
such that the task assigned to the system is not being accomplished. Acqui-
escence measures the attitude of the robot towards itself, increasing when
the robot is taking too much time to accomplish its own task and recognizes
that it may fail. The intermediate level of the architecture contains groups of
behavior sets, with mutually exclusive behaviors placed in different sets. At
each time, the motivational behaviors level only activates a single behavior
set. The lowest level is composed by basic behaviors, or competences, that
must be always active (e.g. avoiding obstacles). The access to the actuators
by the behaviors is made using the suppression or inhibition mechanisms
of the subsumption architecture. When higher-level behaviors need to take
control of the actuators, they subsume the roles of lower level behaviors.
The most critical design issue of an ALLIANCE-based system is setting the
parameters controlling behavior set activation (e.g. how fast a robot be-
comes impatient). For this reason, it was developed an extension, called L-
ALLIANCE, providing mechanisms that allow robots to dynamically learn
to update their parameter settings based upon previous experiences (rein-
forcement learning). For this purpose, each robot uses performance monitors
to observe, evaluate and catalogue the performance of any robot team mem-
ber. Both architectures have been successfully validated for some cooperative
tasks, including box-pushing, puck-gathering, moving in formation, janitorial
service and hazardous waste cleanup [Par94], and multi-target observation
[Par02].

9Figure reproduced from [Par94].
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Chapter 5

Conclusion and discussion

Fostering cooperation among intelligent machines is undoubtedly an impor-
tant challenge in many different applications, where human teams are re-
quired to cooperatively execute complex missions. Those intelligent ma-
chines (e.g. autonomous mobile robots) can potentially reduce the need for
human presence in hazardous environments, or may substitute humans in
highly repetitive and monotonous tasks, perhaps with potential efficiency
benefits. There are several reasons why cooperation is required to carry out
the missions involved in such applications: an individual may be not able to
accomplish the mission on its own; or the mission is intrinsically distributed
in space, thus requiring distribution of resources; or the mission requires more
efficient execution through parallelism and concurrent execution of many sub-
tasks; or the mission is so complex that, in order to manage complexity, it
must be decomposed on different subtasks that are concurrently executed.
Even in some applications where a single agent solution could be considered,
a multi-agent solution is generally preferable, in order to obtain more costly
effective, reliable, robust, extensible and modular solutions.

In this report, a significant part of research work on cooperative multi-
agent systems, particularly multi-robot systems, has been referred. After
an introduction to cooperative systems, where it was mentioned what are
their motivations, the report started by presenting some knowledge about
the cooperation concept itself, borrowed from studies about manifestations
of cooperation in nature, both in human societies and animal species. Then,
a few taxonomies of cooperative systems already known in the literature were
presented as a means to organize related work along different design axes.
Those taxonomies were used to give some structure to the presentation of
previous research on cooperative systems.

The main research topics of multi-agent cooperative systems are: team-
work, multi-agent coordination, cooperative perception, cooperative planning
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and cooperative learning. Extensive work covering these topics has been car-
ried out for the last decade. A challenging and common design requirement
to all these research directions is to develop new techniques that might work
in complex, dynamic and uncertain environments. In this sense, there are a
lot of open issues within those topics to cover in the future, in order to attain
such challenging requirements. Cooperative systems that bear inspiration on
biological systems are already well studied and explored and they are mainly
suited to tasks that require the weakest forms of cooperation.

However, there are also some orthogonal issues that, although they have
crucial importance in designing cooperative systems, they have not been
covered yet, or at least they have been only superficially covered [ESS02].
Examples of these issues are theoretical approaches and performance metrics.

The main criticism about the current state of the art of research on co-
operative systems is its informal and concept orientation. There is still a big
lack of rigorous formalisms to clarify various assumptions about the systems
being discussed, which might give a more precise language for discussion of
elusive concepts such as cooperation. Most of the proposed architectures
constitute a solution to a given instantiation of the general problem, which
are perhaps demonstrated to work well within some predefined assumptions.
However, little effort has been done to develop systematic and formal design
guidelines, which might be used to assess what is the most suited cooperation
protocol for a given global task and context.

The current theory of cooperative systems is mainly an instantiation of
the concepts of agent and multi-agent systems (MAS), though there are some
independent issues that are not found within MAS framework, especially
those that concern with technological limitations (e.g. limited communi-
cation, limited and inaccurate perception, etc.). It might seem that MAS
are a panacea to cope with all real problems and that cooperative systems
are simply an example of their possible application domains. But this is
a completely wrong idea, because there are no panaceas in research. MAS
are commonly used to formalize cooperative systems simply because they
are suited to their requirements, namely distribution of intelligence and re-
sources, adaptability, dynamic organization and structure, etc. This is why
MAS have had such an impact in research on cooperative systems. Although
this influence is evident, it is not straightforward to apply in cooperative
systems, especially multi-robot systems, the extensive amount of techniques
and results that have been developed within the MAS framework by Artifi-
cial Intelligence researchers. This is a horizontal issue for which an effective
answer has not been given yet. Theoretical approaches, such as MAS, adap-
tive and robust control of discrete event dynamic systems, Markov decision
processes, etc., are welcome only if they are grounded on the real systems
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requirements and constraints. Theoretical and practical approaches must be
carefully balanced.

Cooperative systems have a large potential to accomplish some tasks with
better performance than single agent systems or monolithic solutions, but lit-
tle effort has been devoted to ensure and quantitatively measure that perfor-
mance. Formal metrics for cooperation and system performance (e.g. grades
of cooperation) are noticeably missing form the literature. For instance, no-
body has already answered the following question: Given a multi-robot mis-
sion and the environmental constraints, what is the right number of robots
that are able to accomplish the mission within a given period of time (*)?

Although previous work on communication structures for multi-robot sys-
tems has led to some useful conclusions and design guidelines, there is no a
principled formalism that can be systematically used to assess information
utility and support the efficient use of communication, whether implicit or ex-
plicit, in cooperative systems. Current architectures extensively use explicit
communication (e.g. broadcast type communication), not taking care, giving
low emphasis, or using no principled heuristics to avoid the communication
of redundant information. As communication is always limited, either in re-
sources applied to perceive the world or in bandwidth of a communication
channel, using efficiently those resources is crucial to scale up cooperative
architectures for teams of many robots, without limiting them to simple re-
active and loosely-cooperative systems, with very limited or no awareness.
Even with unlimited resources, some questions are not yet answered, such as
what, when and how to communicate.

The previous comments mainly represent the scientific push that will
foster future research on cooperative systems. Although science is largely
domain-independent, future research will be also influenced by the applica-
tion pull [ESS02]. Some examples of this application pull are applications
on military domains, service robots, assistant robots, entertainment robots,
tele-autonomy, etc. On military domains, the most obvious applications are
reconnaissance, surveillance, mine clearing operation, decontamination, se-
curity, decoy and deception, transport, search and rescue, etc. In the future,
usability is an essential factor for robotics if it is expected that robotics go be-
yond laboratories, industrial and military applications. Within this context,
multi-robot systems should be able to cope with complex missions and tasks
and to friendly interact with human (human-robot interaction) and other
teams of robots, in order to assist and empower humans in several tasks.
Tele-autonomy will enable humans to remotely and easily control a team of

In this example, time was the chosen metric for evaluating the performance of the
multi-robot system.
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robots as a whole. Like assistant robots, entertainment robotics will develop
as a consequence of the robotics to the masses trend (e.g. robot soccer).
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