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Abstract—In most real multi-robot applications, e.g., search-
and-rescue, cooper ative robots have to fulfill their tasks while
driving and communicating among themselves without the aid
of a network infrastructure. However, initially deploying au-
tonomously a wireless sensor robot network in a real environ-
ment has not taken the proper attention. This paper presents
an autonomous and realistic initial deployment strategy, based
on a hierarchical approach, in which exploring agents, denoted
as scouts, are autonomously deployed through explicit cooper-
ation with supporting agents, denoted as rangers. To evaluate
the initial deployment strategy proposed, experimental results
with a team of heter ogeneous robots are conducted using modi-
fied low-cost platforms previously developed by the authors.
Preliminary results show the effectiveness of the method and
pave the way for awhole series of possible new approaches.

I. INTRODUCTION

he initial deployment of mobile robots has not been fully

addressed and only a few studies evaluating its relevance
have been conducted. For instance, in a search and rescue
(SaR) mission, robots need to move in a catastrophic scenar-
io in order to find survivors. When robots are transported to
the catastrophe site, they need to be properly deployed. The
deployment problem consists in deciding how many robots
and where they will be initially located before performing
the mission (e.g., coverage, herding, formation and others).
Despite the lack of works studying the initial deployment
effect on the performance of the robotic team, a wrong deci-
sion about the number of robots and their initial location may
greatly jeopardize the mission [1]. For instance, in several
iterative optimization problems, it has been shown that good
initial estimates can lead to faster convergence (e.g. [2]).

One of the first works that addressed the effect of differ-
ent initial deployments was presented in [3]. The authors
evaluated their coverage algorithm using both centralized
and random initial deployments and concluded that the algo-
rithm convergence was slower using a random initial de-
ployment but tended to lead to better overall coverage for
sparse topologies. The work of [4] extends the sensory capa-
bility of plume tracking systems using swarms of robots
deployed in the proximities of a common starting point.
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However, the authors do not go to any lengths to explore the
plume tracking effectiveness within other initial deployment
strategies. In [5], a strategy to assign starting points and
orientations of robots within circles of different radius
around a prey is presented. Despite the apparent advantages
of this deployment strategy in this context, no other strate-
gies were evaluated, thus being hard to predict if the number
of unsuccessful trials is somehow related with the initial
deployment of robots. The authors in [6] and similarly in [7]
presented a robotic swarm algorithm in which the initial
position and velocity of robots were randomly generated
within an area limited to one corner near the origin of coor-
dinates of the workspace. In [8], a three dimensional de-
ployment strategy was explored. The main difference with
other works resides in the fact that robots autonomously
move in a 3D space (e.g., coordinated formation flight and
reconfiguration of unmanned aerial vehicles [9]).

Despite the scientific accomplishments of the previously
described works, none of them specifies how robots are
initially deployed within a scenario — most of the works
assume that robots are manually deployed or they simply
“start” in some location. The ones that do not assume this
hard restriction usually have the robots entering in the envi-
ronment through the same gate and move to predetermined
points, like [10]. An example of a more realistic approach
was presented in [11] in which the authors divided the popu-
lation of real robots into two different platforms: rangers and
scouts. Despite the innovation of the work, the deployment
strategy was accomplished through a launcher system. How-
ever, in most applications in unknown scenarios (e.g., SaR
missions) this would require robots to be able to measure the
relative distance between themselves or to be equipped with
global localization systems (e.g., GPS) to allow an efficient
processing of the exchanged information. Similarly to
Rybsky’s work [11], the approach herein proposed handles
the initial deployment problem hierarchically dividing the
heterogeneous population of robots into rangers and scouts.
Each ranger handles the initial deployment of scouts in a
distributed and autonomous fashion. To that end, the Trax-
Bot platform previously presented in [12] acts as a ranger in
order to allow the transportation of a maximum of five
scouts enacted by eSwarBot platforms [13]. The ranger suc-
cessively deploys the scouts, instructing them of their initial
pose while maintaining a maximum communication range
between scouts, thus guaranteeing the full connectivity of the
wireless sensor robot network (WSRN).

There are two key contributions in this work. Firstly, an
innovative systematic method for hierarchically deploying
swarm agents in an unknown scenario, under communication
constraints, which guarantees wide distribution in space to
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enable efficient swarm exploration is proposed. Secondly,
the approach is verified in a real and heterogeneous multi-
robot system, which is carefully described, focusing on the
extension of the ranger platforms to support the transporta-
tion of scouts.

II. Scouts

Scouts should be small, easily deployable and able to
sense their environment. For this reason, eSwarBot (Educa-
tional Swarm Robot) platforms were used [13]. These ro-
bots are ideal for studying emergent behavior and self-
organization in bio-inspired societies (i.e., swarm robotics)

A. eSwarBot

The eSwarBot platform (Fig. 1) consists on differential
ground platforms with an Arduino Uno processing unit
recently developed and described in detail in [13]. Although
the platforms present a limited odometric resolution of 3.6
degrees while rotating and 2.76 millimeters when moving
forward, their low cost (around 175€) and high energetic
autonomy (maximum run time up to 4 hours) allow per-
forming experiments with a large number of robots.

ZigBee Module ,_’]\\

> b e

RGB-LEDs
Ultrassound sensor

Figure 1. The eSwarBot scout.

As it can be seen in Fig. 1, eSwarBots are equipped with
RGB-LEDs that allow representing a wide range of different
colors that represent different states. The initial deployed
robots are identified using the red color while the blue color
is used to identify when robots start their mission (i.e., end
of deployment). It is noteworthy that, in this paper, we do
not consider the scouts” mission after the initial deployment,
we are focused instead on validating a practical and effec-
tive way to deploy robots for swarm foraging tasks with
hard communication constraints. Some hardware specifica-
tions of the eSwarBot are presented in Table 1.

TABLE L ESWARBOT HARDWARE SPECIFICATIONS.
Voltage Range [V] 9-14
Electric Current in Operation [mA ] 550
Electric Current in Standby [mA] 90
Maximum Speed [m/s] 0.15
Weight [g] 600
Width [mm] 126
Length [mm] 126
Height [mm| 100

B. Inter-Robot Communication

WSRNs can be implemented using several wireless tech-
nologies, such as Bluetooth, ZigBee or WiFi. The definition
itself’ does not imply any restrictions to the implementing

devices. In this work, inter-robot communication to define
the initial position of scouls was carried out using ZigBee
802.15.4 wireless protocol [14].

All robots of the team are endowed with XBee modules
that communicate with the microcontroller via SPI interface.
XBee Series I 1s based on ZigBee/802.15.4 silicon from
Freescale [15]. Tts 802.15.4 firmware feature set makes it
ideal for point-to-point and point-to-multipoint (star) topolo-
gies. Hence, these modules are a suitable solution for multi-
robot systems (MRS) since they present power consumption
near 10pA when in sleep mode and 50mA while sending and
receiving data. Furthermore, since MRS may be formed by
dozens of robots (i.e., nodes), the ZigBee protocol is the most
adequate option since it can theoretically support up to
65536 network nodes.

III. RANGER

As previously described, rangers act as supporting plat-
forms that need to carry the team rapidly into place and
deploy the scouts. They must be extremely robust and be
able to transport multiple scout platforms and process the
sensor data, acting as coordinators for the team. Therefore,
TraxBot platforms (Fig. 2) were used as rangers, being suit-
able for both outdoor and indoor operation with high auton-
omy. These platforms have also been recently developed
[12].

Robot Shield

Arduino Uno

ﬂ._l_

DC Motor with encoder

Mator driver " o ‘ [

Figure 2. The TraxBot ranger.

A. TraxBot

The TraxBot platform is a differential drive system built
upon the Traxster II Robot educational Kit [12], equipped
with 2 DC gearhead motors with quadrature wheel encoders
and rubber tracks. It is worth mentioning that rangers need
to be able to communicate with scouts. Therefore, similarly
to the eSwarBot, the processing unit consists of an Arduino
Uno board endowed with a Xbee Series | Shield. Also, the
TraxBot can reactively avoid obstacles with a maximum
range of approximately 6 meters using three Maxbotix So-
nars MB1300 mounted below the top acrylic support, as
seen in Fig. 2. Some other specifications are presented in
Table II.
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TABLEII. TRAXBOT HARDWARE SPECIFICATIONS.
Voltage Range [V] 9-14
Electric Current in Operation [mA] 1200
Electric Current in Standby [mA] 110
Maximum Speed [m/s] 0,95
Weight [g] 2045
Width [mm)] 203
Length [mm] 229
Height [mm] 110

B. TraxBot Conveyor Kit

Despite the robustness of the TraxBot (i.e., aluminum and
stainless steel platform equipped with high power DC mo-
tors), an extension conveyor kit was necessary to support 5
eSwarBots on top of the platform (Fig. 3).

A major part of the conveyor was built with equipment
from damaged printers (e.g., conveyor pulleys, stepper mo-
tors, gearboxes). The conveyor belt consists of two layers of
strong tissue offering a suitable adhesion to the scouts’
wheels. An under layer made of PVC provides a linear
strength and shape to the conveyor belt. It should be noted
that, in SaR applications, i.e., real unknown and uneven
terrain, a cleated conveyor belt (i.e., partitioned upper layer)
could be used to improve the capability of the ranger to keep
the scouts on top of'it.

Figure 3. The TraxBot Conveyor Kit loaded with 5 eSwarBots.

The driving pulley is connected to a single 6-wire unipo-
lar stepper motor through a gearbox. As a stepper motor
conveyor, it allows precise adjustments of velocity, torque,
acceleration, deceleration and current. Hence, only a 6-wire
cable needs to be plugged in the TraxBot containing 4 digital
outputs of the Arduino board and T7TL power supply. The 4
digital outputs are connected to two FH-bridges used to drive
the stepper motor. To allow a higher autonomy of the sys-
tem, the conveyor kit is equipped with an independent 12V
1300mAh lead acid battery followed by a 5.4V chopper
since the stepper motor can consume up to 1000mA at 5.4V.

The TraxBot Convevor Kit, even being entirely made of
aluminum, increases the original weight of the TraxBot plat-
form to 4.2Kg (i.e., unladed weight) and 7.1Kg at full load
(ie., with 5 eSwarBots on top). Due to stepper motor and
gearbox limitation, the TraxBot Conveyor Kit is only able to
support a maximum weight of 4.5Kg without suffering from
any sliding effect on the driving pulley. Nevertheless, this is
more than enough as the TraxBot mobile platform is unable
to efficiently rotate when carrying a weight of approximately
5.0K g above the unladed weight.

The initial deployment process is simple: First of all,
scouts are manually loaded and equally distributed on the
conveyor belt, i.e., ranger carrier system. After the ranger

reaches the desired position to deploy a scout (cf., Algorithm
I from next section), the stepper motor conveyor is con-
trolled by the ranger robot, to move the scout robot towards
the ground. An explanation of how the ranger decides where
to deploy the scouts is presented in next section.

C. Initial Deployment Strategy

In this work, one can define the initial deployment prob-
lem as it follows: Consider a population of N scouts, where
each scout is both an exploring agent of the environment
and a mobile node of a WSRN that performs packet forward-
ing, according to a paradigm of multi-hop communication.
The goal is to ensure that the N scouts are initially deployed
by a robot, denoted as ranger, in an unknown environment,
while avoiding areas of no interest (e.g., obstacles) and
ensuring that the WSRN is connected.

Since this work focuses on unknown environments, rang-
ers reactively deploy scouts, while avoiding obstacles, based
on the maximum distance between the previously deployed
scout and itself. In other words, scouts are successively de-
ployed, one after another, by the same ranger such that the
pose of the n'" robot always depends on the pose of the
(n — 1)*" robot and the existence of obstacles in the path
between them.

The behavior of a ranger transporting N scouts can then
be described as it follows: The ranger first moves to a ran-
dom initial position while avoiding obstacles using a simple
wall-follower algorithm. When the ranger reaches the de-
sired initial position, or its vicinities (due to obstacles con-
straints), it will unload the first scout and inform it that it will
start at time t = 0 with the following position:

x,[0] = x, = 1, [¢555r], )

sin 8y
and orientation of:
91 [0] = grs (2)

wherein x,. and 8, are the current position and orientation
(i.e., pose) of the ranger and [, is the distance from the center
of the ranger to the idler pulley (I, = 550 mm in TraxBot
platforms). At this point, the scout will then wait for a start-
ing message from the ranger to begin their mission. After
deploying the first scout, the ranger will choose a new ran-
dom position within a circumference with d,,,, radius and
centered in x,[0] and starts moving apart from the unloaded
robot while avoiding obstacles.

9 restricted angularrange
r
1 s

Figure 4. Dispersion of robots resulting from the angular restriction.
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The computation of this new position takes into account a
proximity constraint to avoid deploying robots near other
previously deployed robots, thus ensuring an adequate dis-
persion of all robots. To that end, the angle that allows de-
termining a new position is defined as:

68[0] = rand(a), a €[0,6 —6,[ U 10 +6,,360[, (3)
wherein 8y is an angular threshold and @ can be defined as:
6 = X2} 6;[01-180, 4)

The angle & takes into account all previous rotations made
by the ranger. Note that due to the cumulative sum of all
previous rotations, & needs to be reduced between 0° and

360°. The distribution of robots increases as the angular

threshold & increases, as it can be seen in Fig. 4. It is note-
worthy that the ranger may still be unable to reach this de-
sired location because obstacles may constrain the ranger’s
movements. Nevertheless, when the Euclidean distance
between itself and the previously deployed robot reaches the
maximum desired value, i.e., d = d,,,,, then the ranger will
unload the second robot, once again informing it of its pose
{x,[0],6,[0]). The same process will be replicated for the
remaining scouts until the ranger unloads all N scouts.

ALGORITHM 1
RANGER INITIAL DEPLOYMENT ALGORITHM

g =180
x{'[0] = random_position // desired initial position of scout 1
goto_position(x,,x{[0]) // travel from the current position to scout
1 position while avoiding obstacles (e.g., wall following algorithm)
and deploys scout |
wl0] =~ [
send_pose(1,x,[0],8,[0]) // informs scout 1 of its initial pose
Fori=2:N
8=46_,0]-8
67[0] = rand(a), @ € (0,0 — 8] U 18 + 8+,360[
2101 = %y [0] + i [0 000
While d; < d0,
[dii q11] = move(x,,x{[0]) // move forward from scout
i — 1 position to scout { desired position while avoiding obsta-
cles and deploys scout {

] // initial pose of scout 1

x[0]=x,. -1, ::’g*] // initial pose of scout {

sin g,
send_pose(i,x;[0],8;[0]) // informs scout { of ils initial
pose

send_start() // broadcast information 1o start the mission

After deploying the whole team, the ranger broadcasts a
message to start the mission. The message will be replicated
by scouts inside its communication range, thus reaching all
robots within the team. When the message is received, all
scouts become aware that their teammates are already de-
ployed in the environment and, consequently, they can start
their missions. Algorithm I presents the initial deployment
strategy of a ranger and N scouts.

V.

In order to evaluate the strategy proposed, a set of 10
preliminary trials for each 84 = 0, 15, 30, 60 was conducted
on a laboratory scenario with an area of 2.5 x 4.5 m, com-
posed of three polygonal obstacles, as it can be seen in Fig.
5. These experimental tests were carried out specifically to
analyze the efficiency of the approach and, in the future, the
approach should be tested in more challenging real world

PRELIMINARY RESULTS AND EXPECTATIONS
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scenarios. For this purpose, five eSwarBots were used as
deployed scouts and one 7raxBot as deploying ranger. The
communication maximum range d,,,, was set to 2 meters.
The ground truth pose of scouts was obtained using a Giga-
bit Ethernet Color Camera of 1.7 MP at 5 fps mounted in an
overhead position of 2.55 meters height by means of a real-
time tracking system developed using the machine vision
software MVTech Halcon. Note that this tracking system has
no influence on the positioning of scouts and localization of
the ranger, which exclusively relies on odometry estimates.

Figure 5. Experimental setup.

To measure the dispersion of the deployment strategy, a
metric based on the average distance from each scout to the
centroid x.[0] was used:

Os = Nl;ziv:sl |x;[0] — xc[0]]]. ®)

Also, the minimum distance (d,,;,) between two neigh-
bor robots was also used to depict the efficiency of the de-
ployment dispersion (Fig. 6).
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Figure 6. Dispersion of the deployment strategy.

Fig. 6 shows the influence of 8, on the deployment dis-
persion. On the yy' axis the distance in meters is presented
and the xx’ axis presents four different values of angular
threshold ;. It is noteworthy that a 8 equal to zero corre-
sponds to a random deployment strategy that disregards the
previously deployed scouts. By averaging o, and d,,;,over
10 experimental trials for each value of 8, it can be seen
that, as the angular threshold increases, not only the mini-
mum distance between robots becomes greater, but also the
distance to the centroid grows, contributing to the wide
space distribution that is intended in the approach. Given
this correlation between 84 and the robots' dispersion, the
value of parameter G should therefore be adjusted accord-
ing to the application requirements,
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Figure 7. Ilustration of one trial.

One of the experimental trials using 8 = 30, is repre-
sented in Fig. 7, in which it becomes clear by the ranger’s
trajectory, that it was able to deploy scouts, using Algorithm
I, while moving away from obstacles. As expected, some
positional errors are propagated during the experiments, due
to the TraxBot’s odometry limitations and the need to avoid
obstacles. Consequently, the real pose of the deploying
scout slightly differs from the desired pose according to
Algorithm 1. A particularly interesting case occurs when the
ranger is about to deploy the third scout. In this particular

situation, the ranger found an obstacle near the deploying
area, therefore it moved away from it, and instead of de-
ploying the scout in the initially desired position, which was
in an occupied location, it deployed the scout in free space
near the obstacle. Thus, in this situation the desired pose
differs from the pose that was communicated to the scouts
(i.e., informed pose), using (1) and (2), since there was a last
second change of plans.

In order to analyze the experimental results as a whole,
particularly the positional errors involved in the initial de-
ployment, a methodology of least-squares fitting of ellipses
to 2D points was adopted (¢f., [16]). This allows not only to
analyze the precision, i.e., the dispersion related to the real
position, but also the accuracy of the data, i.e., how close the
informed pose is to the actual pose. The graphs in Fig. 8
illustrate the positional error presented in the deployment of
the 5 scouts in the course of 10 experimental trials for
6 = 30. Note that the origin of the coordinate system is the
informed pose of the scout and the red points correspond to
their real pose. It can be seen that the area of the ellipse tends
to grow as the robots are deployed, which means that the
positional precision tends to decrease. The only exception
occurs in the deployment of the last robot; one possible ex-
planation is that when the fifth scout is deployed, the ranger
is generally far from the critical zone of the environment,
with a higher obstacle density. Additionally, the center of the
ellipse suffers a slight shift in all presented charts, which
shows that the accuracy of deployment tends to be bounded.
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The experimental tests presented in this section confirm
that the algorithm for initial deployment of robots produces
an effective distribution of the scout robots in the testing
arena, which is very important for exploratory swarm tasks,
especially when no information about the environment is
known. Note that the error analysis presented shows an
odometric limitation that is inherent to the platforms and not
to the approach itself. By validating this valuable approach
in real platforms, the foundations were laid for a whole
series of possible new methods for positioning scout robots
efficiently. The herein presented approach progressively
deploys scouts in the environment in a distributed fashion,
by moving away from the last deployed scout. Note that in
this paper, the focus was on describing and verifying the
approach. Further analysis should be conducted to study the
effect of initial deployment in the performance of coopera-
tive swarm robotic teams. Moreover, to deal with the uncer-
tainty resulting from real and more complex scenarios, the
odometry is clearly insufficient to achieve a reliable target
deployment. Hence, Simultaneous Localization and Map-
ping (SLAM) algorithms and laser range finders should be
used (cf., [17]).

Since it is the authors’ belief that extra attention should
be given to the initial deployment problem by the robotics
community, it is foreseen that many contributions will be
presented, in the near future, to better understand this phe-
nomenon.

V. CONCLUSION

This paper proposes a hierarchical and heterogeneous multi-
robot system composed by rangers and scouts to test an
initial deployment approach for swarm foraging, which was
evaluated using real physical platforms. The deployment
strategy considers the maximum range between robots to
allow the full connectivity of the WSRN. To allow the de-
ployment of multiple scouts, the ranger platform was aug-
mented with a conveyor kit, which was described in detail,
supporting up to 5 scouts. Results show that, despite odome-
try errors, scouts turn out to be uniformly deployed within
the test scenario. As future work, the deployment strategy
may be extended to consider the RSSI level, in terms of
signal quality between scouts, when unloading them. This is
particularly important in cases when an obstacle is in the
communication path between two robots. When this situa-
tion occurs, they may have a significantly lower RSSI value
than two other robots that are at the same distance but with-
out any interference. Another extension of the deployment
strategy is to allow robots to explore the scenario immedi-
ately after they are deployed, instead of waiting for the
deployment of the whole team. This would allow the ranger
to adapt the next release point according to the already ex-
plored environment. Additionally, in the future, the method
described in this paper is intended to be used for initially
deploying scouts in foraging tasks, in order to further ana-
lyze the effect of initial deployment in swarm performance.
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